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ABSTRACT

This study has two goals: to contribute some Arabic linguistic insights to the expanding knowledge of sentential theory, and to apply some modern linguistic technicalities and methods to the analysis of basic sentential structures in Arabic. Thus, within the scope of these two goals, this study is an attempt to provide an accurate analysis of the basic structures in Arabic and at the same time to expand the general sentential theory in Universal Grammar. The work draws its theoretical framework from three sources: the basic transformational generative grammar proposed by Chomsky, the case grammar matrix model proposed by Cook, and the Arabic grammar proposed by the early Arab grammarians in the eighth century A.D. The new framework is applied to the following structures:

(1) Verbal structures
(2) Nominal structures
(3) Question structures.

It is assumed that the base generates all these structures equally. The transformational rules then operate on these structures differently. The study investigates those base-generated and transformational rules and describes their freer and more restricted operations. It also attempts to propose some constraints on such rules.
These rules and their constraints cannot be formulated unless we understand the Arabic structures in the light of recent developments in linguistic theory.

Finally, the study provides some theoretical implications for both Arabic and Universal Grammar. The study shows that Arabic can be studied within the framework of Universal Grammar, provided that one takes account of those language features that are specific to the Arabic language.
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"It was reported that Ibn Al-Anbāri said: 'The philosopher and translator Al-Kindi (Yaｃqūb Ibn Ishāq) went to see Al-Mubarrad (Abu l-ｃabbās) [a well-known medieval Arab grammarian] and said to him: 'I find too much redundancy in the speech of the Arabs.' To this, Al-Mubarrad replied: 'Where exactly do you find this?' Al-Kindi replied: 'I see that the Arabs say

(a) ｃabdullāhi qā?īmun
    ｃAbdullāhi standing up
    ｃAbdullāhi is standing up.

(b) ｃinna ｃabdallāhi qā?īmun
    [Comp ｃAbdallāhi standing up]

(c) ｃinna ｃabdallāhi la qā?īmun
    [Comp ｃAbdallāhi Adjunct standing up]

Thus different forms express the same meaning." Al-Mubarrad replied, "No, these are different meanings expressed by different forms: (a) informs us that ｃAbdullāhi is standing up; (b) is a reply to a question whether ｃAbdullāhi is standing up or not; and (c) is a response to a statement denying that ｃAbdullāhi is standing up. So the multiplicity of forms is due to the multiplicity of meaning."

"It was reported that the philosopher Al-Kindi was then at a loss as to what to say. If this matter was beyond Al-Kindi's grasp to the extent that he had to travel to inquire and question, then what would you expect of the layman for whom matters such as this one do not even cross his mind?"
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INTRODUCTION

1. Overview

In this study, I shall investigate the basic sentential structures in standard Arabic within the scope of a modern linguistic framework. Basic sentential structures include the following:

(1) Verbal structures
(2) Nominal structures
(3) Question structures.

The study is intended to investigate the above structures within three frameworks: (a) the basic transformational grammar proposed by Chomsky, (b) the case grammar proposed by Cook (1979), and (c) the Arabic grammar proposed by the early Arab grammarians in the eighth century A.D. The study, however, will concentrate upon the Arabic structures being described and explained.

In Chapter One, the study will explain the Arabic sentential theory proposed by the early Arab grammarians. The explanation will cover two areas. The first is related to the sentential structures and their constituents. The second is related to the syntactic and semantic notions of these sentential structures.

In Chapter Two, the study will show the semantic modifications which have been developed in generative grammar.
These semantic modifications are shown with regard to the developments which were made by Chomsky from 1965 onward, including the thematic relations as developed in Gruber (1965) and Jackendoff (1972-1976). The study will also show independently the semantic development in the case grammar matrix model proposed by Cook (1979). I shall show, by using the matrix model as a descriptive semantic system, that we can reach a satisfactory semantic framework to describe and explain the Arabic structures.

In Chapter Three, I will develop a more adequate framework based on basic transformational grammar, case grammar, and Arabic grammar to describe and explain the Arabic structures syntactically and semantically. The structures which will be studied here are (a) verbal structures, and (b) nominal structures. The study will investigate the base-generated and transformational rules which operate on these structures. In doing so, the study will be able to capture both the freer and the more restricted movement produced by those generative rules. Consequently, the study will formalize some syntactic and semantic constraints on those generative rules in order to describe and explain accurately the basic structures in Arabic.

In Chapter Four, I will explain the structure of question formation. The explanation will cover two types of question formation. The first type is the yes-no question. The second type is the information question. The two types of question formation will operate on verbal structures and nominal
structures. The study will show the syntactic and semantic characters of both yes-no questions and information questions. The study will investigate the base-generated question and the transformational question. The study will also propose some syntactic and semantic constraints which are able to restrict the movement of the Q-category in order to generate grammatical structures.

In Chapter Five, I will show some theoretical implications for both linguistic theory and the Arabic language. The study will show that Arabic structures can be subsumed under the hypothesis of Universal Grammar, provided that one takes account of those language features which are specific to the Arabic language.

2. **Definition of Arabic**

The form of Arabic treated in this dissertation is standard Arabic, which is neither stylistically high nor stylistically low, but is rather a unifying literary form of all Arab nations. This standard Arabic form is used in schools, universities, textbooks, lectures, writing media, radio, television, in personal letters, and, on occasion, in speech among educated Arabs. In fact, linguistic literature has different terms to name the same variety used in this study, such as:
(1) Literary Arabic  
(2) Standard Arabic  
(3) Modern standard Arabic  
(4) Modern written Arabic  
(5) Qur'ānic Arabic  
(6) Classical Arabic.

My belief is that Arabic has a uniform set of syntactic and phonological components. The main different component resides in the lexicon. This vocabulary difference is due to the historical development of Arabic which made contact with different languages and borrowed from them many lexical items. The major power of the solidarity of one Arabic form is due to its stylistic variations. Arabic ranges from the highly esteemed style of the Qur'ān to a very low stylistic level which is that of the spoken form of the home and the street. Thus, it is not surprising to see a person who does not know how to read and write understand perfectly the highly esteemed stylistic level of the Qur'ān or the somewhat lower level of the Arabic of the radio or television. At the same time, it is not surprising to find that an Arab thirteen-year-old understands pre-Islamic poetry.

3. Transcription

The phonetic symbols used in this study are basically those in IPA (1975).
Consonants

1. [b] voiced bilabial stop
2. [t] voiceless apico-dental stop
3. [t̚] voiceless apico-dental emphatic stop
4. [d] voiced apico-dental stop
5. [d̚] voiced apico-dental emphatic fricative
6. [k] voiceless velar stop
7. [q] voiceless dorso-uvular stop
8. [?] voiceless glottal stop
9. [j] voiced lamino-alveolar palatal affricate
10. [c̚] voiced radico-pharyngeal fricative
11. [f] voiceless labio-dental fricative
12. [θ] voiceless inter-dental fricative
13. [χo] voiced inter-dental fricative
14. [χ̚o] voiced inter-dental emphatic fricative
15. [s] voiceless apico-alveolar fricative
16. [ʂ] voiceless apico-alveolar emphatic fricative
17. [z] voiced apico-alveolar fricative
18. [ʂ̚] voiceless lamino-palatal fricative
19. [x] voiceless dorso-uvular fricative
20. [χ̌] voiced dorso-uvular fricative
21. [h] voiceless radico-pharyngeal fricative
22. [h] voiceless laryngeal fricative
23. [r] voiced apical trill roll
24. [l] voiced apico-alveolar lateral
25. [m] voiced bilabial nasal
26. [n] voiced apico-alveolar nasal
27. [w] voiced bilabial (rounded) velar glide
28. [y] voiced palatal (unrounded) glide
(2) **Vowels**

1. [i] voiced short high front unrounded vowel
2. [I] voiced long high front unrounded vowel
3. [a] voiced short central unrounded vowel
4. [ā] voiced long central unrounded vowel
5. [u] voiced short high back rounded vowel
6. [ū] voiced long high back rounded vowel
CHAPTER ONE
ARABIC SENTENTIAL THEORY

0. Introduction

In this chapter, I shall explain the Arabic sentential theory proposed by the early Arab grammarians. The purpose of such an explanation is to probe the syntactic and semantic aspects of the Arabic sentential theory, in order to understand the Arabic structures in depth. I hope that, through such an analysis, I will be able to show that the ?asl, or the deep representation of the Arabic language as understood by the early Arab grammarians, provides a very useful insight for the sentential theory, which I will develop in Chapter Three.

1. The Analysis of the Sentential Structures

Arab grammarians distinguished two types of sentential structures: the first is called ?al-kalām (henceforth K). They meant by K 'independent sentence,' the meaningful form of language which any kind of sentence must be. The second is called ?al-jumla (henceforth J). They meant by J the pronunciable form of language which may or may not be a

---

1 Ibn Hiṣām (d. 1368) stated that "?al-kalām: huwa l-qawlu l-mufīd, i.e., ?al-kalām is a meaningful form." Ibn Hiṣām (d. 1368), Muḥni L-Labīb, Eds. Al-Mubārak, M., and Hamadallah, M., Damascus, 1969, p. 419.
sentence. For example, the subordinate structure or conditional structure has no meaning unless it is joined to its main structure, even though it consists of a predicate and its subject. Thus the statement, "If sentence_1," is meaningless by itself.

The distinction between K and J, however, was not defined clearly and coherently, because some Arab grammarians considered them to be identical. The majority of Arab grammarians, however, considered K and J to be different. Thus, every K must be a J, because it consists of a complete syntactic and semantic form regardless of whether that structure is simple or complex. On the other hand, not every J would be K, because J might or might not have complete syntactic and semantic form (i.e., sentence). This can be seen from the following examples:

\[(1) \text{ man } \text{ yadrus } \rightarrow \text{ jumla} \]
\[\begin{array}{c}
\text{who study} \\
\text{He who studies}
\end{array}\]

\[(2) \text{ man } \text{ yadrus } \text{ yanjah } \rightarrow \text{ kalām} \]
\[\begin{array}{c}
\text{who study succeed} \\
\text{He who studies will succeed.}
\end{array}\]

\[\text{Ibn Hisam stated that, "al-jumla: } \text{Cibāra C an il-fi'li wa fa'ilihi, i.e., al-jumla is a predicate and its subject." }\]
\[\text{Ibid., p. 419.}\]
Arab grammarians such as Ibn Hišam analyzed the structure of ḫ from a different perspective. They analyzed it according to (1) the nature of its initial constituents, (2) its nature as large or small, and (3) the nature of the functional role it plays.

1.1. The Nature of the Constituents of Kalām

According to the classification of Arab grammarians, there are four types of sentential structures. The Arab grammarians called them: Nominal Structure, Verbal Structure, Conditional Structure, and Adverbial Structure.

1.1.1. Nominal Structure

The nominal structure is any structure that starts with what the grammarians called Musnād ?ilayhi (MI), i.e., "initial constituent or topic," which might be sentence or noun phrase. The MI is followed by a sentence which might be a verbal structure, nominal equational structure, or NP-predicate. The sentential comment, regardless of its structural type, was called by Arab grammarians Musnād (M), i.e., M-predicate.

In fact, Arab grammarians did not call the sentential structure nominal because it starts with a noun, but because it starts with MI, i.e., Topic. Their argument was that the initial constituent or MI can be also of different categories. Thus, the MI might be a sentence as in (3a) and (3b):
(3) a. \( \text{tasma}^{\text{c}} \text{a} \quad \text{bi - l-\mu}^{\text{c}}\text{Idiyiyi} \quad \text{xayrun} \quad \text{min} \quad ?\text{an} \quad \text{tara-}\text{h} \)
(you) hear about \( \text{Mu}^{\text{c}}\text{Id} \) better than that you see him
To hear about \( \text{Mu}^{\text{c}}\text{Id} \) is better than to see him.

The Arab grammarians understood the structure of sentence (3a) as in (3b) configuration.

b. \( \text{tasma}^{\text{c}}\text{a} \quad \text{bi - l-\mu}^{\text{c}}\text{Idiyiyi} \quad \text{xayrun} \quad \text{min} \quad ?\text{an} \quad \text{tara-}\text{h} \)

\[ \text{M}_1 \quad \text{M} \]

According to their sentential analysis, any structure having the order of \( \text{M}_1-\text{M} \) is nominal. This is different, however, from the structure which has the order of \( \text{M-}\text{M}_1 \), which is considered verbal. Thus, the most important fact about the nominal structure is that its initial constituents must be one of \( \text{M}_1 \).

The three types of the nominal structure can be shown in (4), (5), and (6).

(4) \[ \text{M}_1 \quad \text{M} \]
\[ \text{zaydun} \quad \text{\( \nu-\text{c} \) sa-irun} \]
Zayd poet

Zayd is a poet.

(5) \[ \text{M}_1 \quad \text{M} \]
\[ \text{zaydun} \quad \text{\( \nu-\text{c} \) sa-irun} \quad \text{\( \nu-\text{c} \) sa-irun} \]
Zayd father his poet

As for Zayd, his father is a poet.
1.1.2. **Verbal Structure**

What the grammarians meant by the verbal structure was any structure that begins with the category of M (i.e., M-predicate). Generally, however, M represents the verb constituent which might be a one-, two-, three-, or four-place predicate. The verbal structure consists of the sentential structure: M-MI. The Arab grammarians' concept of the verbal structure can be shown in (7).

\[
\begin{align*}
\text{M} & \quad \text{MI} \\
\text{jā'a} & \quad \text{zaydun}
\end{align*}
\]

came Zayd.

Zayd came.

Any structure which has the order of (7) must be verbal according to their theory. But the syntactic category M might be other than verb. It might be a verbal noun (i.e., gerund) which functions exactly as if it were a verb. Thus any constituent which is capable of assigning these markers can be M category regardless of the nature of that constituent. This can be shown in (8), (9), and (10), where the M is respectively verbal noun, strong verb, and defective verb (i.e., kāna 'was').
'exist.' The structure of adverbial sentences can be seen in (11) and (12).

\[\begin{align*}
(11)\ a. & \quad \text{zaydun fī d-dārī} \\
& \quad \text{Zayd in. the house} \\
& \quad \text{Zayd is in the house.}
\end{align*}\]

\[\begin{align*}
(11)\ b. & \quad \text{zaydun (yakunu huwa) fī d-dārī} \\
& \quad \text{Zayd is he in the house} \\
& \quad \text{Zayd is in the house.}
\end{align*}\]

\[\begin{align*}
(11)\ c. & \quad \text{zaydun (kāna huwa) fī d-dārī} \\
& \quad \text{Zayd was he in the house} \\
& \quad \text{Zayd was in the house.}
\end{align*}\]

\[\begin{align*}
(12)\ a. & \quad \text{ṭal-qitālu l-yawma} \\
& \quad \text{the fighting today}
\end{align*}\]

\[\text{\textsuperscript{3}Ibn ya'\textsuperscript{3}Iš stated the following: "You must know that the \quad \text{predicate, if it is a prepositional phrase, is not the real \quad \text{predicate. The adverbial phrase (or the prepositional phrase) \quad is an acted-upon element by the predicate for which it is \quad substituted. The underlying structure is Zaydun (yastaqīrnu \quad huwa) fī d-dārī. The verb being deleted and replaced by the \quad adverbial phrase and prepositional phrase because they are \quad expressive enough to take the place of the verb semantically."} \quad \text{Ibn ya'\textsuperscript{3}Iš (d. 1250), Yārhib al-mufaṣṣal, Ed. Alam al-Kutub,}\} \quad \text{Beirut, 1970, Vol. 1, p. 90.}\]
b. ?al-qīṭālu (yakūnu huwa) l-yawma
the fighting is he today
The fighting takes place today.

c. ?al-qīṭālu (kāna huwa) m-μbāriḥata
the fighting was he yesterday
The fighting was yesterday.

As seen in (11) and (12), the verb yakūnu 'is' and its subject must be deleted from the surface structure even though it is present in the underlying structure. Such structures would be reductively nominal (noun initial).

1.1.4. Conditional Structure

Arab grammarians explained another structure, i.e., a conditional structure. This means that the sentence consists of two structures which function as one structure. Any structure which consists of the following formula "If sentence₁, then sentence₂" is a conditional structure. This can be seen in (13).

(13) a. ?iyya ?anta ?akramta l - karīma malakta - hu
if you honor the kind person you own him

b. wa ?in ?anta ?akramta l - laϊma tamarrada
and if you honor the evil person he rebels
(Al-Mutanabbī: poet)

If you honor the kind person you own him and if you honor the evil person he rebels.
The majority of the Arab grammarians assumed two structures, i.e., nominal and verbal structures. They classified the adverbial structures under the nominal structures and they classified the conditional structures under the verbal structures, even though they are different structures such as complex.

Thus, Arabic language consists of two basic structures, one being "nominal" and the other "verbal." These two basic structures can be presented as follows:

(14) Verbal sentence (M-MI).
(15) Nominal sentence (MI-M).
(16) Verb must be deleted in the equational structure except for the verb kāna 'was' in the past, and the verb sayakūnu in the future. But it must be present in the nominal structure (MI-M).

The theoretical classification of the sentential structures in the Arabic theory was based on the nature of the linguistic constituents. If the MI topic is located to the left of the verb, the structure is nominal. If the MI topic, however, is located to the right of the verb, the structure is verbal. This kind of structural differentiation has crucial functional and pragmatic aspects, as we shall see in the following sections.

1.2. The Nature of Kalām as Large and Small

Arab grammarians analyzed the Arabic sentence from another perspective. They studied whether a particular
structure is large 'complex' or small 'simple.' To the best of my knowledge, Ibn Hiṣam (d. 1368) was the first Arab grammarian who analyzed the Arabic sentence into two types. The first was called kubrā 'large sentence' and the second called suğrā 'small sentence.'

1.2.1. The Kubrā Sentence

Ibn Hiṣam meant by kubrā any large sentence which consists of more than one sentence. This means that the kubrā sentence might be a nominal sentence whose structure consists of an M-topic and an M-comment. The M-comment can be either an equational sentence as in (17), or a verbal sentence as in (18). The kubrā sentence might be a verbal sentence which consists of two verbal clauses, such as in (19). The structures of such sentences can be exhibited in (17), (18), and (19).

```
kubrā

v-—-
 ṣuğrā

17) zaydun ?abu - hu ṣa’tirun

Zayd father his poet
As for Zayd, his father is a poet.
```

Ibn Hiṣam stated that, "Kubrā sentence consists of a noun as a topic and either a verbal sentence or a nominal sentence as a comment. Kubrā sentence might consist of two sentences, one of which is dependent and one of which is independent," Ibn Hiṣam (d. 1368), Muğni L-labīb, Eds. Al-Mubārak, M., and Ḥamadallah, M., Damascus, 1969, pp. 424-425.
The Šuğrā Sentence

Ibn Hiṣām meant by Šuğrā sentence any small and simple sentence.\(^5\) The simple sentence is existential or verbal. The structure of the simple sentence can be seen in (20), (21), and (22).

\[\text{šuğrā}\]

(20) ?aḫbū-hu šaʿirūn
father his poet
His father is a poet.

\[\text{šuğrā}\]

(18) hindūn tugannī (Pro) šīrūn
Hind sings she poetry
As for Hind, she sings poetry.

\[\text{šuğrā}\]

(19) ṣaḵbū 1 waṣīru yaktubū (Pro) šīrūn
became the minister write he poetry
The minister became a writer of poetry.

\[\text{šuğrā}\]

\(^5\) Ibn Hiṣām stated that "Şuğrā sentence is any simple and independent sentence which can be of two kinds: verbal sentence and existential sentence," Ibn Hiṣām (d. 1368), Muṣṣī L-labīb, Eds. Al-Mubarak, M., and Ḥamadallah, M., Damascus, 1969, p. 224.
13. The Nature of the Functional Roles of Kalām

Functional roles were discussed in the Arabic theory on two linguistic levels, the sentence level and the word level.

13.1. The Functional Role of Sentence

The important perspectives by which Arab grammarians analyzed the Arabic sentence were the functional roles which the sentence might or might not inherit. That is, the sentence might substitute for a certain syntactic element and function exactly as if it were that element. The functional role of certain sentences can be shown in (23), (24), and (25).

(23) a. zaydun yugadiru 0-Pro ḥādam
    Zayd leave he tomorrow
    As for Zayd, he leaves tomorrow.
(24) a. la radxul Ø-Pro is - şaffa wa ?anta dâhikun
not enter you the class and you laughing
Don't enter the class while you are laughing.

b. la radxul Ø-Pro is - şaffa dâhikan
not enter you the class laughing
Don't enter the class while you are laughing.

(25) a. mata camrun yawma wulida zaydun
died cAmar day born Zayd
cAmar had died on the day Zayd was born.

b. mata camrun yawma miladı zaydin
died cAmar day birth Zayd
cAmar died on the day Zayd was born.

In (23a), (24a), and (25a), sentences occur in the same positions as their sentential noun phrase or adverbial phrase counterparts in (23b), (24b), and (25b). In (23a), the sentence functions as if it were a predicate; in (24a), the sentence functions as if it were a participial complement of manner (i.e., AdvP); and in (25a), the sentence functions as
if it were a clause modifying an adverb. This means that one structural position can hold two syntactic categories and bear the same semantic role. Let us consider the following example, where the sentence does not have a functional role.

(26) hal ?adullukum ُcāla mustaqbalin ُbāhirin :
Q I guide you on future successful:

sentence

<table>
<thead>
<tr>
<th>tadrusūna</th>
<th>l-lisāniyyāt</th>
</tr>
</thead>
<tbody>
<tr>
<td>you study</td>
<td>linguistics</td>
</tr>
</tbody>
</table>

Do I guide you to a successful future? I.e., study linguistics.

In the above sentence, the independent sentence cannot be replaced by a noun phrase and inherit its syntactic and semantic properties.

Arab grammarians investigated the functional role of the sentences in depth, especially Ibn Ḥiṣām. Thus the investigation of this phenomenon in depth is beyond the scope of this study.

1.3.2. The Declensional Role of Word

Arabic, like Latin, is an inflected language that has what is called ِ?al-i'rāb (i.e., declension), which means the marking of syntactic cases on the lexical items. This can be seen from the following examples.
(27)* mā āḥsan zayd (uninflected string)

a. mā āḥsan-a zayd-an
   how nice [exclamation] Zayd [+acc]
   How nice Zayd is.

b. mā āḥsan-a zayd-un
   not did well [verb] Zayd [+nom]
   Zayd did not do well.

c. mā āḥsan-u zayd-in ?
   what better [+nom] Zayd [+gen]
   What is best in Zayd?

As seen from the above examples, the case markers assigned to the constituents give three different semantic readings.

Markers in Arabic are assigned to nouns and verbs. When they are assigned to nouns, they will be called "case markers." When they are assigned to verbs, they will be called "mood markers." I shall be concerned here with the case markers of the nouns. Mood markers of the verbs, however, are not treated here.

1.3.2.1. The Syntactic Markers of the Nouns

The major markers assigned to nouns can be seen in the following chart.

<table>
<thead>
<tr>
<th>Case Marker</th>
<th>Uninflected Noun</th>
<th>Inflected Noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Nominative (u)</td>
<td>wazīr 'minister'</td>
<td>wazīr-u (n)</td>
</tr>
<tr>
<td>2. Accusative (a)</td>
<td>bayt 'house'</td>
<td>bayt-a (n)</td>
</tr>
<tr>
<td>3. Genitive (i)</td>
<td>walad 'boy'</td>
<td>walad-i (n)</td>
</tr>
</tbody>
</table>
The nominative marker is assigned to the noun when it is in a subject position. For example:

(28) ja?a r-rajul-u  
came the man  
The man came.

The accusative marker is assigned to the noun when it is in an object position. For example:

(28) madha l-mutanabbi l - ?amir-a  
praised ?Al-Mutanabbi the prince  
?Al-Mutanabbi praised the prince.

The genitive marker is assigned to the noun when it is in a prepositional phrase of any type of non-initial position in a possessive phrase. For example:

(30) marar-tu bi zayd-in  
passed I by Zayd  
I passed by Zayd.

(31) qara?tu kataba zayd-in  
read I book Zayd  
I read Zayd's book.

There are some situations, however, where the case markers discussed above do not apply. This can be seen in the six irregular nouns, the dual nouns, the plural nouns, the non-inflected nouns, and the pronouns.
2. The Syntactic and Semantic Notions in the Sentential Structures

In this section, I shall explain the syntactic and semantic notions as understood by the early Arab grammarians. The explanation of syntactic and semantic notions will be helpful in understanding the simple basic structures in Arabic as we shall see in Chapter Three.

2.1. Syntactic Notion

The concepts of musnad (M), musnad ?ilayhi (MI), and faḍlah (henceforth F) (i.e., syntactic and semantic adjunct) were the cornerstone of the basic sentence in the Arabic theory. The majority of the Arab grammarians built their syntactic analysis on these three categories of which the Arabic sentence consists. The relation which holds among these three categories is called ?isnād (IS), i.e., predication.

Ṣibawayhi (d. 793) was the first Arab grammarian who tried to explain the relations which hold among these structural categories. But Ṣibawayhi did not describe them in very much detail; this was left for the grammarians who came after him and explained his work.

The most important explanation and clarification of the configurational structures is found in the work of the "rhetoricians," as we shall see in the work of ṭal-Jurjānī (d. 1078) particularly. But as far as the explanatory work of
Sībawayhi is concerned, the most important and profound explanation was done by Ibn yaʕayn (d. 1250) who came four hundred years after Sībawayhi. Ibn yaʕayn tried to go deeper than Sībawayhi in explaining in detail the theoretical framework of the structures of the basic sentence. The argument of Ibn yaʕayn was that every M must be adjacent to its subject MI. The MI-subject might be overt or it might be covert. If the MI subject is overt, it must be adjacent to the right of the verb. If it is covert, however, the M-verb must operate on a resumptive pronoun which is either covert or overt. Ibn yaʕayn, however, explained such syntactic relations by citing the following examples:

(35)  
\[
\begin{array}{c|c}
\text{M} & \text{MI} \\
\hline
\text{ahaba} & \text{zaydun} \\
\text{went} & \text{Zayd} \\
\end{array}
\]
Zayd went.

(36)  
\[
\begin{array}{c|c|c}
\text{MI} & \text{M} & \text{MI} \\
\hline
\text{zaydun} & \text{ahaba} & \text{huwa} \\
\text{Zayd} & \text{went} & \text{he} \\
\end{array}
\]
As for Zayd, he went.

(37)*  
\[
\begin{array}{c|c|c}
\text{MI} & \text{M} & \text{MI} \\
\hline
\text{zaydun} & \text{ahaba} & \text{zaydun} \\
\end{array}
\]

The argument here is that in (35) the structure represents the normal relations of the basic sentence. In (36), the MI
precedes the M, but the M must be adjacent to the resumptive pronoun of the preceding MI-topic. In (37), the MI cannot be adjacent to the right of its verb, since it is the topic of the sentence.

Arab grammarians considered the subject or fā'il constituent to be a part of the verb: that is, adjacent to its right. The verb and its subject are dominated by IS predication. The IS, however, is dominated by K, 'sentence,' only when the predication produces an independent meaningful sentence.⁶

The structural relations of the sentence can be shown in (38a) and (38b).

(38) a.  
```
    K
   /\  
  IS  
 /\  
 M   MI (noun)   
```

(38) b.  
```
    K
   /\  
  IS  
 /\  
 M   MI \{overt pro\}
      /\   \{covert pro\}
```

In the Arabic theory, all constituents which are not M or MI were considered to be what they called fadlah (F),

---

⁶Ibn Ya'qūb stated that "every Musnad 'predicate' must be adjacent to Musnad ?ilayhi 'subject.' The relation holding between the predicate and its subject is called Isnād 'predication,' i.e., the combination of the predicate to its subject. This predication might or might not produce a meaningful independent sentence. When such a predication produces a meaningful independent sentence, it will be Kalām 'sentence,'" Ibn Ya'qūb (d. 1250), Ṣarḥ al-mufassal, Ed., Alam al-kutub, Beirut, 1970, Vol. 1, p. 74.
i.e., adjunct. Note that the concept of fadlah in the Arabic perspective does not mean that the F-constituent can be discarded from the structure of IS. What is meant is that the F-constituent is not a part of the unity holding between M+MI. According to the syntactic notion in the Arabic theory, all constituents must be organized by syntactic notions such as particles except the initial constituents on the verbal and nominal structures, i.e., initial MI and M which are assumed to be organized by an abstract notion of what the Arab grammarians called ُكامِل ءال-؟بِتِّيِدَّيِّي، i.e., nominal notion, and ُكامِل ءال-فَقِّيِّي، i.e., verbal notion. The verbal notion will organize the verbal structure such as in (39).

\[
\begin{array}{c}
\text{M} \\
\text{MI} \\
\text{F}
\end{array}
\]

(39) ُنِتْقَادًا ُلى ُدَنَّ ُنَصْرَة

criticized Zayd the minister

Zayd criticized the minister.

The nominal notion, however, will organize the nominal sentence as in (40).

\[
\begin{array}{c}
\text{M} \\
\text{MI} \\
\text{M} \\
\text{MI}
\end{array}
\]

(40) a. ُنا ُميْثِيِّي، ُبُعَ - ُهُو

Zayd came father his

As for Zayd, his father came.
b. zaydun ?abū - hu ṣāʾīrun
   Zayd   father his   poet
   As for Zayd, his father is a poet.

c. zaydun ?in ṭadrib - hu ʾ∅-Pro yadrīb-ka ʾ∅-Pro
   Zayd   if    hit him you hit you he
   As for Zayd, if you hit him, he will hit you.

d. zaydun (*ayākūnu-ʾ∅-Pro) fī d - dārī
   Zayd   exists he in the house
   As for Zayd, he is in the house.

As seen in the above examples, the sentential predicate is accompanied by a resumptive pronoun. Ibn ya'Iṣ stated that the structure of the nominal structure must meet the following conditions:

   (41) a. The MI must be followed by either a verbal sentence as in (40a), or a nominal sentence as in (40b).
   b. The sentential predicate must have either an overt pronoun or a covert pronoun.
   c. The resumptive pronoun must be coreferential with the MI.
   d. Or otherwise, nominal structures will violate the syntactic notion of the sentence.

The crucial notion in the Arabic theory is the notion of ?al-ʾāmil wa l-maʾmūl, i.e., a certain operator (such as a
particle) and the element acted upon (such as a noun or verb), which are considered one linguistic unit. Thus if the acted-upon element is not an overt pronoun, it must be a covert pronoun. From this point of view, Arab grammarians proposed that if we have a sentential structure which consists of one constituent (i.e., the verb) as in (42a), the syntactic relations of such structure would be as in (42b).

(42) a. \( ?\text{akala} \)
    \[ \text{ate} \]
    \[ \text{He ate.} \]

b. \( ?\text{akala} \) \( [\text{covert pronoun (Ø-Pro)}] \)
    \[ \text{ate} \]
    \[ \text{he} \]

This means that the M which is a verb in (42b) operates on a covert pronoun which is a subject in this case.

The main theoretical insight here is that Arab grammarians analyzed the Arabic sentence from a relational point of view, because of the nature of \( ?\text{al-Camīl wa l-ma\text{mūl}.} \)

2.2. Semantic Notion

As seen before, the most important categories of the Arabic structure are M and MI. When the structural relation is established between these two essential categories by the domination of the IS-node, the structure can accept syntactic and semantic extra categories (i.e., F, or particles of question, negation, etc...). The syntactic structure of such essential categories has a systematic word order as in (43) and (44).
particle) and the element acted upon (such as a noun or verb), which are considered one linguistic unit. Thus if the acted-upon element is not an overt pronoun, it must be a covert pronoun. From this point of view, Arab grammarians proposed that if we have a sentential structure which consists of one constituent (i.e., the verb) as in (42a), the syntactic relations of such structure would be as in (42b).

(42) a. ?akala
    ate
    He ate.

b. ?akala [covert pronoun (Ø-Pro)]
    ate  he

This means that the M which is a verb in (42b) operates on a covert pronoun which is a subject in this case.

The main theoretical insight here is that Arab grammarians analyzed the Arabic sentence from a relational point of view, because of the nature of ?al-camil wa l-ma’mul.

2.2. Semantic Notion

As seen before, the most important categories of the Arabic structure are M and MI. When the structural relation is established between these two essential categories by the domination of the IS-node, the structure can accept syntactic and semantic extra categories (i.e., F, or particles of question, negation, etc....). The syntactic structure of such essential categories has a systematic word order as in (43) and (44).
(43) [M.....MI.....F]

(44) [MI.....M.....F]

These main word orders which result in two semantic structures were emphasized by the majority of the Arab grammarians. They also allowed these two systematic word orders to be flexible and exhibit varieties of structures under certain conditions. In fact, the semantic and functional roles which these structures reveal were not clear enough in the work of the Arab grammarians, because they were interested in a purely syntactic analysis of the Arabic language. It was those who were called in the Arabic tradition "rhetoricians" who explained exhaustively and elaborately the functional aspects of these basic structures. ?Al-Jurjâni, for example, explained, among many things, the structural flexibilities of the Arabic language which are a result of different word order. ?Al-Jurjâni explained the syntactic phenomenon of preposing and postposing constituents to the right or to the left of the verb. This phenomenon reveals the systematic aspects of the semantic roles of the Arabic sentence.

?Al-Jurjâni proposed two types of preposing constituents in the basic sentence. The first type he called taqdim َ alā niyyati t-tа?xīr, i.e., preposing with the intention of postposing. The second type he called taqdim َ la' alā niyyati t-tа?xīr, i.e., preposing with no intention of postposing.

Let us consider the following examples cited by ?Al-Jurjâni.
(48) a. zaydun ʔal-munṭaliqu
Zayd is the departer.

b. ʔal-munṭaliqu zaydun
The departer is Zayd.

As seen in the above examples, the structure has an initial constituent as the topic of the sentence either in the nominal verbal structure as in (47b), or in the nominal equational structure as in (48b). Initiating constituents either intentionally or unintentionally reflects a presupposition on the part of the speaker, because the fronted constituent in either case serves as a focus.

These systematic principles of the presuppositional semantics which ʔAl-Jurjāni tried to establish can be clarified through the following examples.

(49) a. ?a ʔAmr daraba ʔ∅-Pro zaydan ?
Is it ʔAmr who hit Zayd?

b. ʔAmr daraba ʔ∅-Pro zaydan
It is ʔAmr who hit Zayd.

(50) a. ?a zaydan daraba ʔAmr
Is it Zayd that ʔAmr hit?
b. zaydan daraba ^Camrun
       \[\text{Zayd hit } ^\text{Camr}\]
       It is Zayd that ^Amr hit.

(51) a. ?a rākiban jā?a zaydun ?
       Q riding came Zayd
       Is it by riding that Zayd came?

b. rākiban jā?a zaydun
       \[\text{riding came Zayd}\]
       It is by riding that Zayd came.

(52) a. ?a jā?a rākiban zaydun ?
       Q came riding Zayd
       Did Zayd come by riding?

b. jā?a rākiban zaydun
       \[\text{came riding Zayd}\]
       Zayd came by riding.

(53) a. ?a fī d - dārī zaydun ?
       Q in the house Zayd
       Is it in the house that Zayd is?

b. fī d - dārī zaydun
       \[\text{in the house Zayd}\]
       It is in the house that Zayd is.

(54) a. ?a muṣṭaliqun zaydun ?
       Q departed Zayd
       Has Zayd departed?
b. munṭaliqun zaydun
\[\text{departed Zayd}\]
Zayd has departed.

(55) a. ?ā 1 - munṭaliq zaydun ?
Q the departer Zayd
Is the departer Zayd?

b. ?al-munṭaliq zaydun
the departer Zayd
The departer is Zayd.

The most important semantic function of the initial constituents in (49b-55b) is to convey concentrated semantic information which is very important to the speaker-hearer's communicative knowledge. And as we have seen, even though the structural process is different in fronting these constituents (i.e., preposing with or without intention of postposing), the semantic process is identical. They convey the same semantic information which is considered to be "focus," "interest," or "importance" in ?Al-Jurjāni's terminology. The virtue of ?Al-Jurjāni, however, was that he tried to seek a more comprehensive explanation of this phenomenon. It was not enough for him to say that the initial constituents serve as focus only. He went beyond such an explanation to establish a presuppositional semantic system by which we can figure out the nature of the fronted constituents, as seen in (49-55).

The fact that different structures in sentence initial position have general semantic structure was captured by
Ibn Jinni (d. 1002). Ibn Jinni considered the verbal structure and the nominal structure to be identical semantically, even though they are different syntactically, because the MI constituent is frontal to the left of the M constituent for focus. Ibn Jinni gave these two examples:

(56)  َقَامَ zaydun
stood up Zayd
Zayd stood up.

(57)  zaydun َقَامَ ُØ-Pro
stood up he
As for Zayd, he stood up.

In the structure (56), the MI-subject is to the right of the verb. In structure (57), the MI is to the left of the verb, but semantically they have one general meaning, i.e., "Zayd stood up." Ibn Jinni fully knew that syntactically the MI-subject never precedes its verb. But for a focus function, one can initiate the MI in front of the verb and replace it by َدَمِّر mustatir (i.e., covert pronoun) which must be adjacent to the right of the M.

This suggests that Arab grammarians and linguists distinguished between two types of semantic structures. The first type was a general semantic notion: we have different syntactic structures with one general semantic structure (Ibn Jinni). The second type was a specific semantic notion: We have different syntactic structures which bear different specific semantic functions (?Al-Jurjâni).
In short, Arab grammarians proposed three constituents, namely, MI 'topic' and 'subject,' M 'predicate,' and F 'adjunct.' The relation holding among these constituents (i.e., M - MI = intransitive structure, M - MI - F = transitive structure) is IS predication. When such constituents are organized, the outcome is K 'sentence.' The structure of K is subject to different transformations which produce various general and specific meanings.
CHAPTER TWO
TRANSFORMATIONAL GENERATIVE GRAMMAR THEORY

0. Introduction

In the early work of Transformational Generative Grammar (henceforth TGG), linguists were interested in developing transformational rules in order to capture the syntactic properties linking underlying language structures to surface structures. Generative grammarians in the last decade tried to constrain the power of transformational rules (Perlmutter, 1971; Emonds, 1976; Chomsky, 1977). Moreover, they have been trying to eliminate some of these rules. They are seeking a more abstract system of principles which govern the operation of syntactic and semantic domains.

The following theories of TGG illustrate the shift in the recent work.

(1) The Syntactic Theory of 1957
(2) The Standard Theory of 1965
(3) The Extended Standard Theory
(4) The Thematic Relations (Gruber/Jackendoff)
(5) The Case Grammar Theory (Cook)

In this chapter, I shall be concerned with theories which have been modified semantically. The semantic development will be investigated with a view to the reasons which made Chomsky revise his theories, and with a view to the efforts which were made by Gruber (1965) and Jackendoff (1972-1976)
who tried to broaden the semantic concepts of TGG. The chapter will investigate independently the case grammar which was developed by Cook (1979). The ultimate goal of such semantic development is to reach a satisfactory semantic framework to describe and explain the sentential structures in Arabic.

1. The Syntactic Theory of 1957

In his 1957 theory, Chomsky did not incorporate any semantic level. This theory was formalized on the basis of purely syntactic dimensions which consisted of three levels:

(a) The phrase structure level, in which rules rewrite individual symbols in order to produce strings represented by a configurational tree diagram. This level operates with two rules: (1) branching rules, and (2) lexical rules. The function of these rules is to take the initial symbol $s$ as an input and change it to a terminal string as an output.

(b) The transformational level consists of two sets of rules: (1) optional rules, and (2) obligatory rules. This level operates on the terminal string as an input. If the obligatory rules are operating alone, the output will be a kernel sentence. If the optional and obligatory rules are operating, the output will be a derived sentence.

(c) The morphophonemic level, which consists of morphophonemic rules. The function of these rules is to convert either the kernel or the derived sentence as an input into the final form.
It seems, from the Syntactic Theory of 1957 presented above, that Chomsky did not incorporate the semantic component in his model. It was Katz and Fodor (1963) who raised that question. Katz and Fodor attempted to develop semantic theory within TGG. Moreover, they wanted to investigate the question of semantic comprehensiveness within the whole phenomenon of human languages. Specifically, however, they introduced two semantic rules known as (1) lexical rules, and (2) projection rules. The function of the lexical rules was to characterize the lexical items and their functions in the sentence. The function of the projection rules was to determine the way in which the lexical items are combined to interpret the sentence. Projection rules, however, assign semantic interpretation to the phrase markers generated by the base, and they show the way the phrase markers and transformations contribute to the meaning of the sentence.

But Katz and Fodor's semantic theory could not account for a large class of counterexamples. Moreover, their theory was not strong enough to correlate the semantic component with the syntactic component. It was Katz and Postal (1964) who strengthened that connection by introducing a new notion of projection rules and meaning-preserving transformation and specifying adequately the relationships between the semantic component and the syntactic component.
2. **The Standard Theory of 1965**

Katz, Fodor, and Postal's development of a semantic theory within TGG motivated Chomsky to fill the semantic gap in the Syntactic Theory of 1957. Trying to fill that gap, Chomsky incorporated the developed semantic theory of Katz, Fodor, and Postal into the 1965 Theory. The new modification came to be known as "Standard Theory" and consisted of three levels:

(a) The syntactic level, which is generative. This level operates on two components: (1) the base component, which consists of three rule types: (a) branching rules, (b) subcategorization rules, and (c) the lexicon; and (2) the transformational subcomponent, which consists of two rule types: (a) obligatory rules and (b) optional stylistic rules. The base generates the deep structure, which has all the meaning. The deep structure is converted into surface structure by transformational rules which are meaning-preserving rules: i.e., they do not change the meaning of the sentence. The transformational rules have the power of adding, deleting, substituting, or moving elements.

(b) The semantic level, which is interpretive, operates on the deep structure. The semantic component assigns deep structures semantic readings by projection rules which combine the meanings of different elements to produce a semantic representation. The most important innovations in the Standard Theory are the deep structure and semantic representation.

(c) The phonological level, which is interpretive. It operates on the surface structure of the sentence.
using phonological rules to produce a phonological representation or expression.

The Standard Theory of 1965 was accepted by many linguists. But after investigating the nature of semantic interpretation, many came to the conclusion that the semantic component is not capable of accounting for many examples. They claimed that the deep structure is not adequate enough to explain the nature of semantic relations in the sentence. Their arguments arose from various facts. They argued that deep structure cannot explain sentences of different surface structures having one abstract semantic structure as in (1) and (2) (Lakoff, 1970).

(1) Seymour sliced the salami with a knife.

(2) Seymour used a knife to slice the salami.

They argued, too, that deep structure cannot determine the correct semantic structure for an ambiguous sentence such as (3) (Lakoff and Peters, 1969).

(3) John and Mary left.

We do not know whether (John and Mary) left together, at one time, or (John) and (Mary) left separately, at different times.

The most important arguments against deep structure came from two related schools known as "Generative Semantics" and "Case Grammar" (Smith and Wilson, 1979). Linguists working in Generative Semantics, namely, McCawley (1976), Lakoff (1970), and Cook (1980), argued that deep structure is not
deep enough to capture the semantic differences of the sentences, especially those associated with negation and quantifiers. Thus sentences such as (4) and (5) have more than one semantic structure contrary to what was proposed by Standard Theory.

(4) John did not buy many books.
(5) Many books were not bought by John.

The difference between these two sentences is "that sentence (4) is contradicted by the statement (John bought many books), whereas sentence (5) is not contradicted by the statement (John bought many books)" (Cook, 1980:V). Linguists working in Case Grammar, namely, Fillmore (1968-1977), Chafe (1970), and Cook (1979), argued that deep structure cannot capture the semantic differences in sentences such as

(6) The door opened.
(7) John opened the door.
(8) The wind opened the door.

The NPs the door in (6), John in (7), and the wind in (8) have different semantic relations to the verb. The Standard Theory, however, considered all these NPs as a subject in the deep structure. Case Grammarians argued that the verb is the central element in these sentences, and has an obligatory theme, the door, with an optional agent, John, or instrument, the wind. Case Grammarians solved this problem by proposing what they called the thematic hierarchy (Gruber, 1965) or case hierarchy (Fillmore, 1968, and Cook, 1979). Case Grammarians
demonstrated another problem with deep structure, which was that deep structure cannot specify the semantic relations between two morphological reciprocal pairs such as

\[(9) \text{ buy } \longrightarrow \text{ sell} \]
\[(10) \text{ like } \longrightarrow \text{ please} \]
\[(11) \text{ see } \longrightarrow \text{ show} \]
\[(12) \text{ learn } \longrightarrow \text{ teach} \]

A deeper level, for Case Grammarians, treated such verbs as pairs related semantically. They are related by similar source-goal notions but differ as to which is Agent (9), by different subject choice (10), and by the introduction of the element CAUSE (11-12) (Cook, 1979).

Jackendoff (1972) considered some components of the 1965 theory not to be comprehensive, because some projection rules can optionally change the meaning. The result is two semantic interpretations for one sentence. Thus, the Katz-Postal hypothesis, for Jackendoff, is inadequate, because it cannot explain certain negative sentences. Some active sentences, when transformed to negative or passive, do change meanings, as seen in (4) and (5).

But the most important defect of the Katz-Postal hypothesis for Jackendoff is that it is "too weak" in that it fails to constrain the class of possible grammars sufficiently; and at the same time it is "too powerful, in that it defines too large a set of grammars" (Jackendoff, 1972:12). Instead, Jackendoff proposed a new thematic model which is neither "too
powerful" nor "too weak." (For details, see Section 4 of this chapter.)

3. The Extended Standard Theory

As seen before, the most serious problems of the Standard Theory, according to its critics, were two:

(1) The insufficient depth of deep structure; and
(2) The inadequacy of the Katz-Postal hypothesis.

These two semantic problems motivated Chomsky again to modify his theory of 1965 with a series of hypotheses and assumptions. We can trace such semantic modifications from the birth of Extended Standard Theory (1970) to more recent semantic modifications.

3.1. The Lexicalist Theory

Chomsky (1970) explored the semantic problem and expressed the need for a more developed semantic component to simplify the TGG. By enriching the semantic component, Chomsky aimed to solve some difficulties concerning nominalization in English, specifically, gerundive and derived nominals. In the Standard Theory, gerundive nominals are assigned semantic readings by the grammatical relations assigned to the underlying positions in the deep structure. However, Chomsky extended the base rules to adopt the derived nominals. He called this modification "the Lexicalist hypothesis" as opposed to the "Transformational hypothesis." The problem which faced Chomsky was that in the case of gerundive nominals, one can transform the structure (13) to (14) as in
(13) John amused the children with his stories.
(14)* John's amusing the children with his stories...

But one cannot do the same thing in the case of derived nominals (15)

(15)* John's amusing of the children with his stories...

This fact led Chomsky to conclude that the transformational hypothesis is insufficient to account for derived nominals, because these nouns are not derived transformationally from the verb. They must be entered in the lexicon. Chomsky developed instead a lexical approach which is more adequate to account for derived nominals and to reduce the semantic ambiguity which surrounds both gerundive and derived nominals. Thus, complex NPs are not derived transformationally, but rather are generated in the base. Chomsky concluded that "derived nominals should have the form of base sentences, whereas gerundive nominals may in general have the form of transforms" (Chomsky, 1970:212). Chomsky suggested that the feature [+ cause] as in (16) can be assigned to certain verbs as a lexical property

(16) John grows tomatoes.
    a. John [+ cause] [s tomatoes grow]s

Chomsky suggested also some universal rules which specify that intransitives with the feature [+ cause] will become
transitive. Chomsky's "lexical hypothesis," then, can account for the semantic structure of nominals in different ways.

This modification led Chomsky to believe that certain syntactic facts can be captured if the deep structure is less abstract than that of 1965.

3.2. The Interpretive Theory

Chomsky (1971) was dissatisfied again with the Standard Theory because there were other problems which it could not cope with. These problems can be summarized briefly here

(a) The Standard Theory could not explain the semantic structure of focus and presupposition in sentences such as (17) and (18)

(17) Is it JOHN who writes poetry?
(18) It is not JOHN who writes poetry.

These sentences must be interpreted by the surface structure, not the deep structure as proposed by Standard Theory because
"The semantic representation of (17-18) must indicate, in some manner, that 'John' is the focus of the sentence and that the sentence expresses the presupposition that someone writes poetry" (Chomsky, 1971:199).

(b) Standard Theory could not interpret the underlying structure of sentences such as (19) and the derived (20) and (21).

(19) Not many arrows hit the target.
(20) Not many arrows hit the target.
(21) Many arrows did not hit the target.

Thus the relative positions of the negative and quantifiers assign the structure different meanings, as shown in (20) and (21). Chomsky concluded that negation and quantifiers must be interpreted at the surface structure.

(c) The modal "shall" must be interpreted by the surface structure, because "shall" in questions is different from that in declarative sentences semantically. "Shall" in (22) and (23) has different semantic structures.

(22) I shall go home.
(23) Shall I go home?

In (22) "shall" is a tense marker, but it has the meaning of "should" in (23).

(d) In anaphoric structure, the semantic interpretation operates on the surface structure, because of the stress rule, as in (24).
(24) John hit Bill and then George hit him.

In this sentence, the pronoun (him) refers to (Bill) if it is unstressed, but it refers to (John) if it is stressed.

(e) Perfect aspect has an important role in determining semantic interpretation. For example, sentence (25).

(25) John has lived in Cambridge.

entails that John is alive. For, if the statement (26) is true,

(26) Bill is dead.

then the sentence (Bill has lived in Cambridge) is at least misleading. The correct structure is (Bill lived in Cambridge).

To cope with these difficulties, at this point Chomsky related semantic representation to deep structure and surface structure by introducing two types of projection rules, #1 for deep structure and #2 for surface structure interpretation. Semantic interpretation in this modification operates at surface structure and deep structure. In addition, Chomsky dropped what is called the "Katz-Postal hypothesis" which claimed that transformations do not change meaning. In this interpretive theory, however, transformations may change meaning.
3.3. Recent Syntactic and Semantic Modifications

After the formalization of the lexicalist and interpretive theories, the work in TGG began to restrict the power of transformational rules and to put certain constraints on them, such as the constraints on extraction, structure-preservation, anaphora, and those applying to base and surface structure (Emonds, 1976). Emonds (1976) discussed some constraints on phrase structure, root transformation, structure-preserving transformations, and adjectival and prepositional phrases.

But the most important restrictions and constraints are those discussed by Chomsky (1973-1977) and Chomsky and Lasnik (1977). Chomsky called for autonomous cognitive structures which are interactive systems of phonetic, phonological, morphological, and syntactic rules and which comprise what he called "logical form." The interaction among these levels is carried out by the same components of the Standard Theory, namely the syntactic component (base and transformational rules), semantic component (projection rules), and phonological component (phonological rules).

The modifications of 1973-1977 indicate a balance of syntax and semantics. This balance can be seen from the fact that some syntactic concepts have been changed in favor of semantics.

The most recent work of Chomsky's (1981) is aimed at unifying all theories modified from 1970-1981. This theory represents a more comprehensive version of TGG. By unifying
the sub-theories in one theory, TGG can describe the conceptual and empirical levels in human language. The new version of TGG is shown in Figure 1.

FIGURE 1. NEW VERSION OF TGG, CHOMSKY (1981:17)

4. **Jackendoff's Syntactic-Thematic Model**

Before exploring the model of Jackendoff (1972), which is based on Gruber's thematic theory (1965), it would be helpful to explain briefly the general principles of thematic theory.

4.1. **The Thematic Theory of Gruber**

The justification of thematic theory in Gruber's viewpoint (1965) was the semantic difficulties encountered by TGG. The connection of the semantic component with the syntactic
component was weak enough that TGG needed such modification. Gruber proposed what he called the "prelexical derivational system," which could represent an independently generated lexical item with a complete set of syntactic, semantic, and phonological markers. In the proposed theory, Gruber investigated the syntactic and semantic relations in the basic sentence, and the rules which organize such relations. The prelexical rules, for example, determine the syntactic ordering of the sentence. The environmental-thematic specification rules will determine the semantic readability of the sentence. In this sense, the derivational semantic system in Gruber's view will be somewhat deeper than the deep structure of Chomsky (1965). Prelexical structure in thematic theory will be generated before any syntactic and semantic interpretation. Structural connections between the elements of the sentence will determine the syntactic interpretation. Environmental specification of the elements will determine the semantic interpretation. The structural connections incorporated with the environmental specification will produce the basic sentence.

The most important idea in Gruber's theory is that thematic roles are given in the basic sentence. Gruber's list of thematic roles includes the following: (a) Theme, (b) Location, (c) Source, (d) Goal, and (e) Agent. Theme is a central obligatory element of the situation generated in the prelexical structure, as in (27).
(27) The rock rolled down the hill.

Location is expressed by physical or abstract (psychological) notion as in (28) and (29):

(28) John stayed in the room.
(29) John stayed angry.

Source and Goal can be expressed physically or abstractly as in (30) and (31).

(30) John went from Washington to Cambridge.
(31) John went from elated to depressed.

Gruber proposed two types of agent: the first is called Causative agent as in (32), the second is called Permissive agent as in (33).

(32) John hit Bill.
(33) Let the bird escape.

In general, Gruber's theory dealt with the prelexical structure of verbs. He believed that by decomposing some verbs into one of several category strings, verb + Prep, verb + Prep + NP, etc., he could explain the meaning of the verb (e.g., a preposition could not occur if it was already incorporated). Verbs were then introduced from the lexicon, and by polycategorical attachment--one verbal item taking the place of various category strings--he could introduce the verb into the structure.

If verbs could be thus decomposed, then in the generation of the sentence the underlying categories could
be generated in the base, and then several lexical categories, including the verb and other elements could be replaced by a single verb when lexical insertion applied. It was slightly deeper than the DS of Standard Theory in decomposing the verb.

Cruber's real contribution was probably the thematic role structure which he used to defend his lexical decompositions, and which constituted, in effect, the first case grammar.

4.2. The Syntactic-Thematic Theory of Jackendoff

Jackendoff (1972:14-17) proposed a new semantic model based partly on Gruber's thematic relations. Jackendoff incorporated the new semantic model within the TGG of Chomsky. The semantic model of Jackendoff consists of four semantic structures:

(a) The functional structure: which represents the thematic relations among elements in the basic sentence, such as the relations among verb and roles (theme, location, source, goal, and agent).

(b) The modal structure: which specifies different semantic conditions such as (1) coreference, (2) genericity, (3) referential opacity, and (4) illocutionary force.

(c) The table of coreference structure, which indicates whether two NPs in sentences have anaphoric structure or not, as in (34) and (35).
(34) John hit himself.

(35) John hit him.

(d) The focus and presupposition structure, which indicates the new and old information in the basic sentence. This structure is introduced by emphasis, stress, or intonation. For example, (36) and (37) are different.

(36) JOHN saw Bill.
(37) John saw BILL.

The four structures will assign semantic interpretation to the elements in the sentence, but they cannot assign a well-formed connection within the sentence. Jackendoff (1972:25) proposed three rules, namely: (a) selectional restrictions, (b) consistency condition on coreferents, and (c) thematic hierarchy condition. Jackendoff thought that TGG in its standard version could not capture the semantic relations among these sentences.

(38) The door opened.
(39) John opened the door.
(40) Fred bought some hashish from Reuben.
(41) Reuben sold some hashish to Fred.

Jackendoff's semantic model, however, can capture such relations. The NP the door has the same thematic function in (38) and (39), although it is the subject in one
sentence and the object in the other. The same relations hold between (40) and (41). In (40), the NP Fred is the subject and Reuben is in a prepositional phrase, and the reverse holds in (41). But Fred in both (40) and (41) has identical thematic roles and the same holds for Reuben. Thus, in Jackendoff's model, the NP the door in the deep structure will have the same case role in (38) and (39), namely, theme, in DS. The NPs Fred and Reuben would have the same semantic relations in (40) and (41). But Fred is Agent and Goal in (40), Reuben is Agent and Source in (41).

The connection between Jackendoff and Gruber is that Jackendoff adopted Gruber's whole thematic system, without change, and used it for semantic interpretation (1972, SIGG). Thus in (38) there is no agent, but if we change the sentence to (39), it will be John who opened the door. John is functioning as an agent, but in (38) the subject the door is the theme. The subject John in (39) is the agent, and the object the door is still the theme. By the same thematic notion, Jackendoff analyzed sentences (40) and (41). In (40) the subject Fred is functioning as the goal and Reuben is functioning as the source. We will have the same thematic relations even if we have a different syntactic structure, as in (41), where the subject Reuben is the goal and the PP object Fred is the source.

Jackendoff concluded that one NP can function in more than one thematic role within the same sentence. Thus, the theme
in (40) and (41) is some hashish, Reuben is the source, and Fred is the goal. The specification of such relations can be captured by the fact that with both buy and sell, the subject is the agent, but with buy it is also the goal, whereas with sell it is also the source as in (42) and (43).

(42)  Fred  bought some hashish from Reuben.
     Agent/Goal         Theme      Source

(43)  Reuben sold some hashish to Fred.
     Agent/Source        Theme      Goal

The central element which determines the thematic relations in Jackendoff's model is the verb. The lexical entry of the verb will correlate the thematic relations and grammatical relations. The abstract notion of the verb will be operating in two universal predicates: Jackendoff called them CAUSE and CHANGE predicates. The CAUSE predicate takes two arguments: (a) individual and (b) event. The CHANGE predicate takes three arguments: (a) individual, (b) initial, and (c) final state. Thematic relations, then, can be defined within the framework of these predicates. CAUSE takes an Agent as an argument, CHANGE takes a Theme as an individual argument, Source as an initial state argument, and Goal as an argument of final state. Other thematic relations can be defined in the framework of the existential predicate BE which takes a theme as an individual argument and location as a state argument, as in (44).
(44) There is a book on the table.
   Theme   Location

4.3. The Advantages of Jackendoff's Model

Jackendoff (1972:11-12) considered his model comprehensive syntactically and semantically. Syntactically, the new model can:

(a) define a grammar that generates sentences;
(b) express "a significant generalization" about language, and its environmental relations; and
(c) not be "too powerful" or "too weak."

Semantically, however, Jackendoff (1972:33) thought the incorporation of Gruber's thematic relations strengthened his syntactic framework and created a comprehensive model:

(a) The model can unify various uses of the same verb. For example, the verb (keep) can be used in two thematic environments:

(45) John kept the book on the table — positional
(46) John kept the book — possessional

(b) The model can capture the distribution of reflexive, passives, anaphora, and other things in terms of the thematic system.

(c) The model can reduce the ambiguity which holds among thematic roles as in (47) and (48).

(47) The **rock** rolled down the **hill**.
   Theme            Goal

(48) **John** rolled down the **hill**.
    Agent/Theme      Goal
(d) Finally, the model can express adequately the reciprocity of the source-goal patterns in verbs such as (buy) and (sell).

5. The Case Grammar Theory of Cook

Case Grammar is a theory whose goal is to describe the semantic content of sentences. Case Grammar went beyond the semantic modifications of EST, because the semantic phenomenon is deeper than the deep structure in these modifications. Note that the developments of the semantic component of Fillmore, Chafe, and Cook are parallel developments to the semantic component of Gruber and Jackendoff. They are not necessarily (and certainly in the case of Chafe and Cook) intended as a development in TGG. However, Case Grammarians believe that Jackendoff’s theory can be improved by comparison with other case models.

It would be useful to investigate Case Grammar theory through one advanced and comprehensive version of its semantic development, namely, the matrix model (Cook, 1979).

5.1. The Matrix Model

The matrix model was proposed by Walter A. Cook (1979). It is a system of cases which are assigned by the semantic valence of the verb. One may speak of verb types in terms of features (as is done in Chafe, 1970), with the case roles assigned according to the semantic features of the verb. In this sense, the verb is a semantic governor and controls the number and kind of cases that occur with the verb. In
this system, the list of features which may occur within the verb and describe its valence are to be distinguished from the case roles which are imposed upon the noun because of these features in the verb.

The verb features include, in the vertical dimension of the matrix, state, process, and action. Every verb has one and only one of these features; no verb occurs without one of these features. In general, the [+ stative] feature requires an O case role, the [+ process] requires an O case role, and the [+ action] feature requires both A and O roles. (In Chafe, these were called Action-Process verbs; the feature Action requiring the Agent role and the feature Process requiring the O role, in a one-to-one relationship.)

In the horizontal dimension of the matrix, the feature [+ Experiential] requires the E-role, the feature [+ Benefactive] requires the B-role, and the feature [+ Locative] requires the L-role. The features experiential, benefactive, and locative are mutually exclusive. Basic verbs have none of these. The result of the matrix verb type is 12 case frames, as shown in Figure 2.
<table>
<thead>
<tr>
<th>Verb Types</th>
<th>Basic Verbs</th>
<th>Experiential</th>
<th>Benefactive</th>
<th>Locative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. State</td>
<td>O&lt;sub&gt;s&lt;/sub&gt;</td>
<td>E, O&lt;sub&gt;s&lt;/sub&gt;</td>
<td>B, O&lt;sub&gt;s&lt;/sub&gt;</td>
<td>O&lt;sub&gt;s&lt;/sub&gt;, L</td>
</tr>
<tr>
<td></td>
<td>BE tall</td>
<td>like</td>
<td>have</td>
<td>be in</td>
</tr>
<tr>
<td>2. Process</td>
<td>O</td>
<td>E, O</td>
<td>B, O</td>
<td>0, L</td>
</tr>
<tr>
<td></td>
<td>die</td>
<td>enjoy</td>
<td>acquire</td>
<td>move, iv</td>
</tr>
<tr>
<td>3. Action</td>
<td>A, 0</td>
<td>A, B, 0</td>
<td>A, B, 0</td>
<td>A, 0, L</td>
</tr>
<tr>
<td></td>
<td>kill</td>
<td>say</td>
<td>give</td>
<td>put</td>
</tr>
</tbody>
</table>

**FIGURE 2. THE MATRIX VERB TYPES (COOK, 1979:203)**

The matrix model distinguishes two kinds of case roles:

(a) **Overt Roles**: which occur in the deep structure and always occur in the surface structure.

(b) **Covert Roles**: Which occur in the deep structure but may or may not occur in the surface structure. Covert roles are of various kinds. If the role sometimes occurs and sometimes does not occur in the surface structure, then it is called a deletable role, as in (49) and (50).

(49) John is eating. A, O/0-deleted
(50) John is eating (something). A, O

If the role never occurs in the surface structure, it may be either (a) coreferential with another case role, and therefore not manifested separately, as in (51) and (52)

(51) John went home.
(52) John A, = John O.

or it may be (b) lexicalized into the verb as in (53) and (54).
(53) John put water on the garden. A, O, L

(54) John watered the garden. A, *O, L/O-lexicalized

I shall exemplify the matrix model by using the basic structures of the Arabic sentence, as follows:

1. [+ Stative]

   This stative feature of the verb, which is indicated in the matrix model by marking the O-case as O_g, expresses the semantic aspect of a derived Arabic sentence such as (55).

   (55) ?al - ka?su maksürun
        the glass broken
        The glass is broken.

2. [+ Process]

   The process feature expresses the semantic aspect of the dynamic non-agentive Arabic sentence, as in (56).

   (56) yankasîru 1 - ka?su
        breaks the glass
        The glass breaks.

3. [+ Active]

   The active feature expresses the semantic aspect of the dynamic agentive Arabic sentence as in (57).

   (57) yaksîru zaydun il - ka?sa
        breaks Zayd the glass
        Zayd is breaking the glass.
4. [+ Experiential]

The experiential feature expresses the semantic aspect of the Arabic sentence whose verb expresses emotion, sensation, or cognition. Experiential verbs can be classified under three types:

4.a. State Experiential Verbs, as in (58).

(58) xawwafa zaydun cAmran
    frightened Zayd cAmr
    Zayd frightened cAmr.

4.b. Process Experiential Verbs, as in (59).

(59) ya?malu zaydun bi-n-najahi
    hope Zayd success
    Zayd hopes that he will succeed.

4.c. Action Experiential Verbs, as in (60).

(60) qala zaydun il-haqiqah
    said Zayd the truth
    Zayd said the truth.

5. [+ Benefactive]

The benefactive feature expresses the semantic aspects of the Arabic sentence whose verb expresses possession, loss or gain, and transfer of objects. Benefactive verbs can be classified under three types:
5.a. State Benefactive Verbs, as in (61).

(61) \[
\begin{array}{c}
\text{li} \quad - \quad \text{ta\textasciitilde a\textasciitilde t\textasciitilde a\textasciitilde s\textasciitilde a\textasciitilde r\textasciitilde r\textasciitilde a\textasciitilde n} \\
\text{jaw\textasciitilde d\textasciitilde} \\
\text{?a\textasciitilde s\textasciitilde l\textasciitilde} \\
\hline
to \quad \text{Ta\textasciitilde a\textasciitilde b\textasciitilde a\textasciitilde t\textasciitilde a\textasciitilde s\textasciitilde a\textasciitilde r\textasciitilde r\textasciitilde a\textasciitilde n} \\
\text{horse} \\
\text{thoroughbred} \\
\text{Ta\textasciitilde a\textasciitilde b\textasciitilde a\textasciitilde t\textasciitilde a\textasciitilde s\textasciitilde a\textasciitilde r\textasciitilde r\textasciitilde a\textasciitilde n} \\
\text{has a thoroughbred horse.}
\end{array}
\]

5.b. Process Benefactive Verbs, as in (62).

(62) \[
\begin{array}{c}
\text{ha\textasciitilde s\textasciitilde a\textasciitilde} \\
\text{zay\textasciitilde d\textasciitilde} \\
\text{?a\textasciitilde t\textasciitilde} \\
\hline\text{acquired} \\
\text{Zayd} \\
\text{on} \\
\text{the present}
\end{array}
\]

Zayd acquired the present.

5.c. Action Benefactive Verbs, as in (63).

(63) \[
\begin{array}{c}
\text{?a\textasciitilde t\textasciitilde y\textasciitilde t\textasciitilde} \\
\text{zay\textasciitilde d\textasciitilde} \\
\text{j\textasciitilde a\textasciitilde z\textasciitilde a\textasciitilde t\textasciitilde} \\
\hline\text{gave I} \\
\text{Zayd} \\
\text{present}
\end{array}
\]

I gave Zayd a present.

6. [+ Locative]

The locative feature expresses the semantic aspect of the Arabic sentence whose verb expresses stative or directional locations. Locative verbs can be classified under three types:

6.a. State Locative Verbs, as in (64).

(64) \[
\begin{array}{c}
\text{?a\textasciitilde t\textasciitilde} \\
\text{ra\textasciitilde s\textasciitilde} \\
\text{1\textasciitilde} \\
\text{mu\textasciitilde t\textasciitilde n\textasciitilde a\textasciitilde b\textasciitilde} \\
\text{Ca\textasciitilde l\textasciitilde m\textasciitilde} \\
\hline\text{on} \\
\text{head} \\
\text{the Mutanabbi} \\
\text{flag}
\end{array}
\]

On the head of ?Al-Mutanabbi, there is a flag.

6.b. Process Locative Verbs, as in (65).

(65) \[
\begin{array}{c}
\text{ta\textasciitilde h\textasciitilde r\textasciitilde r\textasciitilde k\textasciitilde t\textasciitilde} \\
\text{i\textasciitilde s\textasciitilde s\textasciitilde a\textasciitilde y\textasciitilde \textasciitilde r\textasciitilde t\textasciitilde u\textasciitilde} \\
\hline\text{moved} \\
\text{the car}
\end{array}
\]

The car moved.
6.c. Action Locative Verbs, as in (66).

(66) harraka zaydun is-sayyarata
      moved      Zayd    the    car
           Zayd moved the car.

In addition to these semantic cases of the matrix model, the Arabic structures are based on three universal semantic predicates which describe the deep representation of Arabic sentences. These universal predicates are the following:

(7) BE, (8) COME ABOUT, and (9) CAUSE.

7. BE-Predicate

This predicate expresses the semantic aspect of the nominal existential sentence in Arabic, as in (67) and (68).

(67) ?al - ka?su
     the glass
     \{ makṣūrūn \}
     \{ kabīrun \}

     The glass is \{ broken \} \rightarrow state (BE+ADJ)
     \{ large \}

(68) ?al - ka?su
     the glass
     \{ ʿalā l-mā?atī \}
     \{ huna \}

     The glass is \{ on the table \} \rightarrow Locative state (BE+Loc)
     \{ here \}
8. **COME ABOUT** = (CA)

The **COME ABOUT** predicate expresses the semantic aspect of some intransitives, namely those which are derived from states. This can be seen in (69a) and (69b).

(69) a. yankasiru l – ka?su

   break the glass

   The glass breaks.

b. **COME ABOUT** (BE KSR (ka?s))

9. **CAUSE**

The **CAUSE** predicate expresses the semantic aspect of some dynamic agentive transitive structures of the verbal sentence, as in (70a) and (70b).

(70) a. yaksiru zaydun il – ka?sa

   break Zayd the glass

   Zayd is breaking the glass.

b. **CAUSE** (Zayd, CA (BE KSR (ka?s))

5.2. **The Bidirectional System**

The Arabic analysis will be based on the bidirectional system of derivation which was proposed by Chafe (1970) and adopted by Cook (1979). There are two reasons for using such a system in the Arabic analysis:

(a) The bidirectional system is applicable within the framework of the matrix model of the case system on which the Arabic framework is based.
(b) This system is also applicable to the basic sentence and its morphological derivations in Arabic. The morphological process in Arabic depends on what the Arab grammarians called ?ištiqāq, i.e., derivation.

Syntactically, however, the Arabic data require such a bidirectional system to meet the three base-generated structures of the sentence, namely: the nominal transitive and intransitive complex sentence, the nominal equational sentence, and the verbal transitive and intransitive sentence. The bidirectional system can be applied to these sentences adequately.

The bidirectional system of derivation consists of four semantic units:

1. **Inchoative Derivation (ID)**
   a. [ID + State] → [+ Process]
   b. COME ABOUT, (BE X (Z))

2. **Resultative Derivation (RD)**
   a. [RD + Process] → [+ State]
   b. BE X (Z)

3. **CAUSATIVE Derivation (CD)**
   a. [CD + Process] → [+ Action]
   b. CAUSE (Y, COME ABOUT (BE X (Z))

4. **Decausative Derivation (DD)**
   a. [DD + Action] → [+ Process]
   b. COME ABOUT (BE X (Z))

According to Chafe (1970), some verbs are inherently state, action, process, action/process, and others only
derivatively so. The semantic derivational process of the bidirectional system can be seen in Figure 3.

![Diagram](image)

**FIGURE 3. THE BIDIRECTIONAL SYSTEM (Chafe, 1970:132)**

Applying this system to the basic sentence and its derivation in Arabic, we can have the following semantic structures:

(71) a. ?al-ka?su maksūrun
     the glass broken
     The glass is broken.

b. BE MA+ KSR (ka?s) By ID →

(72) a. ?inkasara l-ka?su
      broke the glass
      The glass broke.

b. COME ABOUT (BE ?in+ KSE (ka?s)) By CD →

(73) a. kasara zaydun il-ka?sa
      broke Zayd the glass
      Zayd broke the glass.

b. CAUSE (Zayd, COME ABOUT (BE KSR (ka?s)))

(74) a. fataḥa zaydun il-bāba
      opened Zayd the door
      Zayd opened the door.
5.3. The Comparison between Case Theory and Thematic Theory

Jackendoff (1972) rejected the Case Grammar Theory proposed by Fillmore (1968). The main reason for such rejection was that the Case Grammar of Fillmore lacks coreference. Instead, Jackendoff adopted the Thematic Theory of Gruber (1965). Recently, most linguists consider the Thematic model to be subsumed under the theory of Case Grammar, since Fillmore (1970) added the notion of coreference. The argument here can be drawn from the following facts:

1. Case Grammar is not a grammar and does not deal directly with surface case. It is simply a descriptive semantic system which "deals only with the semantic level in a grammar" (Cook, 1982:1). Jackendoff (1972) used the thematic relations (a case grammar role system) of Gruber (1965) in the interpretative level of a transformational generative grammar.
2. The case lists in Gruber's and Jackendoff's models are localistic. That means the case list uses source and goal cases along with location. These three cases are also used in the abstract sense. The case grammar-matrix model is non-localistic, i.e., the case list does not use source or goal cases, but it groups stative and directional locatives under one case, namely physical location. The case list in the matrix model has other cases such as Agent, Experiencer, Benefactive, and object (theme).

3. It follows that any localistic model can be translated into a non-localistic one. Thus, the case list in thematic relations of Jackendoff and Gruber can be translated into the case list into Cook's matrix model, and vice versa.

4. Jackendoff (1972:29) openly adopts the thematic theory of Gruber (1965) without any substantial change or modification.

5. The thematic theory applied by Jackendoff has some weak points which can be explained as follows:

(a) Since basic verbs require only Theme, or Agent and Theme, there is no justification in the case frame used by Jackendoff. In his thematic relations, every case frame seems to have source and goal, as in this example: "The door opened." Theme: door, Source: not open, Goal: open. The model might be better served if basic verb types occurred without Location, Source, or Goal cases, as in Anderson (1971).
(b) In Gruber's thematic model, Agent is introduced only in the latter part of his work, and gives the impression that Agent only occurs in verbs from which the notion of CAUSE can be factored. This presents a difficulty in the analysis of simple action verbs like laugh, work, dance, sing, which are obviously agentive.

We can conclude that, with minor modifications, the Thematic model would serve the matrix model, or the matrix model could be used for semantic interpretation in Transformational Generative Grammar. It follows, then, that the incorporation of the matrix model as a descriptive semantic interpretation in transformational grammar which can be readjusted according to the sentential Arabic theory would offer the brightest prospects for a modern sentential theory of the Arabic structures.
CHAPTER THREE
BASIC STRUCTURES

0. Introduction

In this chapter, I shall analyze and explain the basic structures in standard Arabic. By basic structures is meant those structures which are subsumed under (a) verbal structure (M-MI-F), and (b) nominal structure (MI-M-F).

The purpose of this analysis is to investigate the surface and deep representations of these structures and capture the freer and more restricted movement of their constituents. In order to do so, insights from Arabic sentential theory, Cook's matrix model, and transformational generative grammar theory have been adopted.

1. Theoretical Framework

Theoretical frameworks of the basic sentence in Arabic vary from one linguist to another, depending on the theory which each linguist adopts. Thus one who tries to investigate the theoretical framework of the Arabic sentence will face different proposals concerning the configurational structure and its rules that capture the syntax and semantics of the Arabic sentence. The configurational structure and the rules that account for the Arabic sentence come from two sources: the first was proposed by Western linguists who conceived of the structural framework
of the Arabic sentence from their modern linguistic background. The second was proposed by Arab linguists who understood the structure of the Arabic sentence through a particular modern linguistic approach. The problem in both sources of analysis is that they approached syntactically, but less so semantically, the immediate and more applicable data which conform to the theoretical principles of the theory they adapted. The result of such analysis is insufficient and inadequate semantic explanation.

Snow (1965), Killean (1966), Lewkowicz (1967), and Awwad (1973), for example, believed the structure of the Arabic basic sentence to consist of the following rule:

\[(1) \quad S \longrightarrow \left\{ \begin{array}{l} \text{NP} + \text{VP} \\ \text{NP} + \text{Pred} \end{array} \right\} \]

Other linguists, however, conceived of the Arabic basic sentence differently. Anshen and Schreiber (1968) understood the structure of the basic sentence to consist of the following rule:

\[(2) \quad S \longrightarrow \text{VP} + \text{NP} \]

Aoun (1979) suggests that we can understand the basic sentence in Arabic, or more generally in VSO languages, as having flat structure, which he gives as follows:

\[(3) \quad S \longrightarrow \text{INFL} - \text{V} - \text{SUBJ} - \text{OBJ} \]
More recently, some Arab linguists have deviated from these formulations. Bakir (1980), for example, tried to apply Jackendoff's $\bar{x}$-theory to the basic sentence in Arabic. The application of $\bar{x}$-theory resulted in the following rule:

(4) $V' \rightarrow V - N'' - (N''') - (P''')$

The most recent theoretical framework of the Arabic sentence was proposed by Fihre (1981). Fihre adopts a theoretical framework called "A Lexical Functional Grammar," proposed by Bresnan (1976-1982). Fihre tried to apply the constituent structure (C-structure) of this theoretical framework to the basic sentence in Arabic. His understanding of the basic structure is similar to that of Bakir's (1980), except that Bakir's framework was Jackendoff's $\bar{x}$-theory. The "Lexical Functional Grammar" framework resulted in the following rule:

(5) $S \rightarrow V - NP - NP$

In fact, these theoretical frameworks can account for some Arabic data (such as verb phrase and noun phrase), but they cannot capture other data (such as active and passive participles). I shall present here the basic syntactic and semantic assumptions of the underlying structure of the Arabic sentence, using the Arabic framework. In addition, I shall raise the possibility of fusing and converting such a framework in the case grammar of the matrix model.
proposed by Cook (1979) and in the general notion of the basic transformational grammar proposed by Chomsky (1970-1981) in order to capture the structure of the Arabic sentence, syntactically and semantically.

Recall the structure of the Arabic sentence consists of three constituents. The first essential constituent is called musnad (M), i.e., M-predicate of the sentence. The second essential constituent is called musnad ?ilayhi (MI), i.e., MI-subject or topic. The third constituent is called Fadlah (F), i.e., adjunct or all constituents which are neither M nor MI. F enters the structure as an extra constituent which contributes to the meaning of the sentence and deepens it. The relation which holds among these structural constituents is called ?isnād (IS), i.e., configurational predication. The IS-node is dominated by the highest K-node or sentence. I shall introduce here another constituent which can transform the basic structure to a new structure. The new constituent is called ?adāt (AD), i.e., particle. The constituent AD can be different syntactic categories, such as Q-word, Neg-word, Comp-word, and Conditional-word. I shall describe the underlying structure of the Arabic sentence by using the five case roles proposed in the matrix model, i.e., (a) Agent = A, (b) Experiencer = E, (c) Benefactive = B, (d) Locative = L, and (e) Object = O. In addition, I shall describe the underlying structure of the Arabic sentence by using the
three case markers, i.e., (a) Nominative = Nom, (b) Accusative = Acc, and (c) Genitive = Gen.

Applying this theoretical framework to the basic sentence in Arabic, we can understand the structure of the Arabic sentence, as in (6) and (7).

(6) a. َلاَرَبَةَ ِلْ-ُمِسَأَعَنَى ِلْ-ُمِسَأَعَنَى
   hit the two Moseses the two *Isas
   The two Moseses hit the two *Isas.

b.

(7) a. َلاَرَبَةَ ِلْ-ُمِسَأَعَنَى ِلْ-ُمِسَأَعَنَى
   Q hitter Moses *Isa
   Is Moses the hitter of *Isa?

b.
As seen in the configurations above, the predicate $M(V)$ in (6b) is a verb, but it is a verbal noun $M(VN)$ which is derived from the verb in (7b). This means that the VN can function exactly as if it were a verb, i.e., it can occur in the position of the verb and inherit its syntactic and semantic features. It requires, as in (7b), an $MI(NP\text{-agent})$ and an $F(NP\text{-object})$.

In fact, there is a large body of Arabic morphology which can express different functions depending on the constituents inherited from the verb. Arabic structures show three categories which function as if they were verbs. The first is called $\textit{?ismu } l-f\text{"a\text{c}\text{"u}l}$, i.e., active participle verbal noun (AVN) which occurs in the active sentence. The second is called $\textit{?ismu } l-maf\text{"u}l$, i.e., the passive participle verbal noun (PVN) which occurs in the passive sentence. The third is called $\textit{\textasciitilde{as}\text{-sifatu } l-mu\text{\textasciitilde{sabbahatu}}}$ $\textit{bi-?ismi } l-f\text{"a\text{c}\text{\textacute}l}$, i.e., the verbal adjective which is similar to the verbal noun (AdjVN) which occurs in an adjective position to modify a preposed noun to its left. These categories can collapse under one category, i.e., the VN category.

The binary set of the lexical category in Arabic can be shown as in (8).
Formalizing rules based on these categories, I shall propose that the rules which can account for the Arabic data would be of the following nature:

(9) $K \rightarrow AD-IS$

(10) $IS \rightarrow \{M-MI-F \}
      \{MI-M-F \}$

(11) $AD \rightarrow \{\pm O
      \{Neg
      \}$

(12) $M \rightarrow \{S
      V
      VN
      NP
      AP
      PP
      AdvP \}$

(13) $MI \rightarrow \{S
      VN
      NP \}$
All particles (AD) which might modify the sentence do not affect the essential structure of the IS-node. I shall consider the notion of particle (AD) to be beyond the domination of the essential structure of the sentence, i.e., the essential constituents are not dominated by the same node which dominates particle (AD). This can be seen in (15).

(15) a. hal yugadiru zaydun y gadan ?
    Q leave Zayd tomorrow
    Does Zayd leave tomorrow?

b.  
   K
   /\    
  AD   IS
     /\     
    [+Q]   
   hal
   /\    
  M   MI
   /\    
  V   NF
  /\    
 yugadiru zaydun y gadan

Let us consider some examples which clarify this theoretical issue.

(16) a. ?a zaydun ?axu - ka ?
    Q Zayd brother your
    Is Zayd your brother?
b. mā zaydun ṣā'īran

Neg Zayd poet

Zayd is not a poet.

c. ?a musāfirānī l-ṣā'īrānī

Q traveler?al-ṣā'īrānī

Are ?al-ṣā'īrānī travelers?

(17) a. ?a tugannāī mayyun

Q sing Mayy

Is Mayy singing?

b. mā qala ṣā'īrānī zaydun

Neg say poetry Zayd

Zayd never said poetry.

c. hallā ?ansadtnī ṣā'īran yā ḡūlām

Q-like recite me poetry o boy

O boy, would you recite me poetry?

We notice from the above examples that the nominal structures (IS) in (16) and the verbal structures (IS) in (17) consist of particles (AD) which are sister-adjoined to the node (IS), but never to the constituents that are dominated by (IS), because the essential constituents hold only among M, MI, and F which are sister-adjoined and
dominated by the node (IS). The node (AD), however, is an extra syntactic category which is sister-joined to the node (IS). The nodes (AD) and (IS) are dominated by a higher node which organizes the whole configurational process of the complete structure, i.e., K-node.

The configurational structures of the sentences (18a) and (19a) can be shown in (18b) and (19b).

(18) a. ?a ?abū-nuwāsā y-c ṣaʿ-irun ?
    Q ?Abu-nuwāsā poet
    Is ?Abu-nuwāsa a poet?

b.

(19) a. ?a haraba 1-mutanabbī y-s v-ṣu-jā-c-u ?
    Q escaped ?Al-Mutanabbī the courageous
    Did the courageous Mutanabbī escape?
The clarification of the new framework adopted here can be seen from the following verbal and nominal structures, presented in (20) and (21).

(20) a. ?a hajā ta?abbatašarran jārallahī ?
Q satirized ta?abbatašarran jārallahī
Did Ta?abbatašarran satirize jārallahī?

(21) a. ?ā 1-xansa?u ?axū - hā šaxrun ?
Q ?Al-Xansa?u brother her Šaxr
As for ?Al-Xansa?, is Šaxr her brother?
2. **Word Order in Basic Structures**

In this section, I will focus on the basic order of the Arabic sentence and its possible derived structures. After that, I will explain the structural and functional aspects of such moving elements.

2.1. **Word Order in Verbal Structures**

The word order of the basic verbal sentence in Arabic might be in (22).

\[(22) \ [M(V) \ldots MI(NP) \ldots (F_{1}(NP) \ldots (F_{2}(K)))]\]

The constituents in (22) can be seen, for example, in sentence (23).
The constituents (M-MI-F₁) in (23) represent the basic elements; all other constituents can be collapsed under the category F(X). The structure in (23) allows certain elements to move to the left or to the right of the verb, transformationally. Let us consider the following examples.

(24) a.  
\[\text{daraba zaydun ?axā - hu}\]
hit Zayd brother his
Zayd hit his brother.

b.  
\[M \quad IMI \quad F\]
\[V \quad NP \quad NP\]
\[\text{daraba} \quad \text{zaydun} \quad \text{?axā-hu}\]
\[+\text{Nom} \quad +\text{Acc} \quad +\text{O}\]

(25) a.  
\[\text{daraba ?axā - hu zaydun}\]
hit brother his Zayd
The movement in such structures can be seen as in (25b), where the F(NP-object) is prepended to the right of the verb, and as in (26b), where the F(NP-object) is prepended to the left of the verb.

The structure in (24) and its transformations, as in (25) and (26), will account for the transformational F(NP-object). Thus, any transformational movement to the right or to the left of the verb is permissible only within the domain of the IS-node. The justification for such movement is that the constituents are assigned case roles and case markers, and then when the constituents move, they will move with these syntactic and semantic case roles and case markers.
The movement, however, is permissible in the case of F(NP-object), but not in the case of MI(NP-subject or agent). The non-permissible extraction of the MI(NP-agent) comes from the fact that the M(V) and MI(NP-subject) are one linguistic unit, which cannot separate and move in the structure. All other constituents can move within the structure. In the case of (25) and (26), the F(NP-object) is an adjunct which can move freely. The process of movement within the structural domain can be seen in (27), where the movement of the F(NP-object) must be to a sister-adjointed position within the domain of the IS-node but not the K-node.

\[ (27) \]

The F(NP-object) in (27) can move to either the left or right of the verb within the domination of the IS-node.

We have discussed so far the movement of the F(NP-object) in the verbal structure. The movement rule, however, can apply to any constituent which can appear under the category F(X). Let us consider the following examples.
(28) a. jāʔa rajulun min al-madīnātī
came man from the city
A man came from the city.

b. IS
   /\     
  /  \    
 M    MI   F
  \   / \
   V NP  PP

jāʔa rajulun min al-madīnātī
[+Nom] [+A/O] [+Gen]

(29) a. jāʔa min al-madīnātī rajulun
came from the city man

b. IS
   /\     
  /  \    
 M    F   MI
  \   / \
   V  PP NP

(30) a. min al-madīnātī jāʔa rajulun
from the city man

b. IS
   /\     
  /  \    
 F    H   MI
  \   / \
   PP  V NP

As seen in (29b) and (30b), the category F(PP) can move either to the left of the M(V) or to the right of it. Once
again, the constraint in such movement is that it must be within the domain of the IS-node.

2.1.1. Constraints on Word Order in Verbal Structures

In certain syntactic and semantic cases, the constituents within the verbal structure cannot move freely from one position to another, for reasons which have to do with syntactic and semantic ambiguities. The movement in the ambiguous structures will cause ungrammaticality. Let us consider the following examples.

(31) a. ďaraba musā ĉ-{isā
hit Moses ĉ-{Isā
Moses hit ĉ-{Isā.

b. ďaraba haĉa haĉa
hit this this
This (man) hit this (man).

c. ďarabat il ĉ- ĕubla ĉ- sakra
hit the pregnant the drunk
The pregnant (woman) hit the drunk (woman).

The above examples do not tell us who is the doer of the action, and who was acted upon because it is not clear whether the first constituent to the right of the verb has the case role of agent and case marker of nominative, or the case role of object and the case marker of accusative. But since the case markers are not shown on the words, movement of the constituents is not allowed lest there be
ambiguity. The movement has to have some constraints which can capture this ambiguity and clarify it. There are some constraints which concern such structures. These constraints can be stated as follows:

(32) a. In structures such as in (31), the first constituent must be an agent which has a nominative case marker. The second constituent must be an object which has an accusative case marker.

b. Movement cannot be applied in such structures unless (a) holds, i.e., we cannot move any constituent to prepose or postpose the verb.

The constraints (32a) and (32b) can be relaxed only if the structure has a syntactic or semantic clue which indicates the subject and the object, and thus it will allow constituents to move freely. This means that sentences which have no semantic or syntactic cue which enables the constituents to move have a strict and fixed word order.

Applying the constraints above to the structure in (31), we can conclude that the constituent which is found on the right of the verb must be the MI(NP-subject), even though it is not marked nominative, and the constituent which is to the right of the MI(NP-subject) must be F(NP-object), even though it is not marked accusative.

When structure, however, has a certain syntactic or semantic clue, the movement rule can apply freely without any restrictions. These syntactic and semantic clues can be seen in the following examples.
(33) a. дараба 为主题的musā 1 - qawiyyyu 为主题cIsā
hit Moses the strong 为主题cIsā
The strong Moses hit cIsā.

a'. daraba cIsā musā l-qawiyyyu

b. дараба -t 为主题的hādī-hi hādā
hit this(f) this(M)
This (woman) hit this (man).

b'. daraba -t hādā hādī-hi

c. daraba l - musayūna l - cIsayīna
hit the Moseses the cIsas
The Moseses hit the cIsas.

c'. daraba l - cIsayīna l - musayūna

(34) a. ʔakalat 为主题的il - hublā 1 - ḫalwā
ate the pregnant the candy
The pregnant woman ate the candy.

a'. akalat il - ḫalwā l - hublā

b. ʔakala cIsā l - kummaṭrā
ate cIsā the pears
cIsā ate the pears.

b'. akala l - kummaṭrā cIsā

c. ʔasarrat laylā n - najwā
kept Laylā the secret
Laylā kept the secret.

c'. ʔasarrat in - najwā laylā
In the above examples of (33) and (34), constituents can move freely, since there are syntactic and semantic clues which indicate who is the MI(NP-subject) and the F(NP-object). In the examples in (33), the clue is syntactic. In (33a), the MI(NP-subject) is modified by an adjective whose case marker is a nominative; thus the MI(NP-subject) must have a nominative case marker and consequently would be an MI(NP-subject). In (33b), the clue is the gender. The Arabic verb must agree with the subject which is postposed to the right of it with gender, number, and person, thus the constituent which agrees with the verb in gender must be the MI(NP-subject). In (33c), the clue is that the constituents are marked morphologically with the subject and object as dual markers, thus one can tell the subject from the object.

The semantic clues in the structures of (34) vary. In (34a) and (34b), the semantic clue depends on the lexical verb whose semantic features must be universal, i.e., the person who is the eater must be MI(NP-agent), and the thing which is being eaten must be F(NP-object). We can see that the same semantic relations hold for (34c), because the secret must be kept by a human being who is MI(NP-experiencer), and the talk or secret which is being kept must be F(NP-object). The structures which can capture these syntactic and semantic processes can be seen in (35).
The constraints on the word order can be applied on different kinds of structures. In some structures, we find some verbs which occur with three constituents. The first is MI(NP-subject), and the second and third are existential sentences. The constraint in such structures would be on the order of the two constituents of the existential sentence. It is supposed that the constituent one, which is the theme and which is talked about, must precede the constituent two. In other words, the constituent one which causes the other constituent must come first in the structure from a semantic point of view. The violation of such
constraints will result in ill-formed structures, which might be acceptable. But to achieve a high degree of grammaticality in Chomsky's (1957) sense, one has to apply the previous constraint. This semantic constraint can be seen in (36).

(36) a. ḥasib - tu ṣ samsa ḍalī'atān
    thought I the sun rising
    I thought that the sun was rising.

In (36a), the structures include two constituents in the existential sentence which express the logical event; thus the sun is the object of which rising is predicated. The logical sequence is that the sun must precede the rising. The structures have a fixed and strict word order which can be shown in (36b).

![Diagram of (36b)]

The semantic constraint can be exhibited more clearly in another example where a movement rule is involved. In
some structures, any movement can change the entire meaning of the sentence. This means that a transformational rule would change the semantic structure of the sentence if it moved a certain constituent from one position to another. These semantic changes can be exhibited in the following examples.

(37) a. marar - tu bi-zaydin rakiban
    passed I by Zayd riding
    I passed by Zayd while he was riding.

b. IS
   /   
  /     
 M M1 F1 F2
 /     |
V Pro PP

(38) a. marar - tu rakiban bi-zaydin
    passed I riding by Zayd
    While I was riding, I passed by Zayd.
In (37b), the $F_2$ (sentence) must refer to PP and modify it, but in (38b), it must refer to the MI (Pro-agent) and modify it. Therefore, movement of this kind must be constrained, to avoid semantic ambiguity.

The constraints on movement rule can be exhibited in the complex and conditional clauses of the Arabic sentence, which consists of subordinate and main clauses. The constraint in such structures is that the $F$ in the subordinate clause cannot move to the left of its verb, otherwise it will result in an ungrammatical sentence. See (39b), whose original structure is in (39a), where $F$ is $F$(AdvP).

(39) a. man ya$^c$mal $\bar{s}ali\bar{h}$an fa - linafsi - hi
who does right then for self his
One who acts righteously, it would be for himself.

b$^*$ $\bar{s}ali\bar{h}$an man ya$^c$mal fa - linafsi - hi
right who does then for self his
Similar to the conditional structure is the complex structure, where the F(NP-object) cannot move because of the constraint on movement rule in the dependent clause. This restriction can be seen in (40).

(40) a. ?arāda zaydun ?an yadrība cAmran
   wanted Zayd to hit cAmr
   Zayd wanted to hit cAmr.

b. *?arāda zaydun ?an cAmran yadrība
   wanted Zayd to cAmr hit

The blockage of the F(NP-object) from moving to the left of the verb is the complementizer ?an. The complementizer ?an cannot allow any constituent to intervene between it and its verb. The constraint on movement rule within the complex structure can be applied to the complex sentence. In this structure, the F(NP-object) cannot move to the left of its verbal noun. The restriction on such movement is exemplified in the following examples.

(41) a. sabāna - nī darbu zaydīn cAmran
   bothered me hitting Zayd cAmr
   Zayd's hitting of cAmr bothered me.

b. *sabāna - nī cAmran darbu zaydīn
   bothered me cAmr hitting Zayd

In some structures of the Arabic language, the F(NP-object) is obligatorily moved to the right of the verb. This structural process, however, results in a word order
different from (M-MI-F). Thus the word order of (M-MI-F) in certain structures will violate the grammaticality of the sentence. Instead, the word order must be (M-F-MI). This can be seen in the following examples.

\[(42) \text{a. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{?intaqada} & \text{hu} & \text{l - wazīru} & \text{l - laʔImu} \\
\end{array}
\]
\[
\text{criticized him} \quad \text{the minister} \quad \text{the sordid} \\
\text{The sordid minister criticized him.}
\]

\[(42) \text{b. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{?intaqada} & \text{l - wazīru} & \text{l - laʔImu} & \text{hu} \\
\end{array}
\]

\[(43) \text{a. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{?aʔjaba} & \text{ni} & \text{?an} & \text{daraba} \\
\text{zaydan} & \text{?axū} & \text{hu} \\
\end{array}
\]
\[
\text{surprised me that} \quad \text{hit} \quad \text{Zayd} \quad \text{brother his} \\
\text{It surprised me that Zayd's brother hit him (Zayd).}
\]

\[(43) \text{b. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{?aʔjaba} & \text{?an} & \text{daraba} & \text{?axū} \quad \text{hu} \\
\text{zaydan} & \text{ni} \\
\end{array}
\]

\[(44) \text{a. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{mā} & \text{daraba} & \text{zaydan} & \text{?illa} \\
\text{cAmr} & \text{?illa} \\
\end{array}
\]
\[
\text{Neg} \quad \text{hit} \quad \text{Zayd except} \quad \text{cAmr} \\
\text{Nobody hit Zayd except cAmr.} \\
\text{(Other people besides cAmr did not hit Zayd.)}
\]

\[(44) \text{b. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{mā} & \text{daraba} & \text{cAmr} & \text{?illa} \\
\text{zaydan} \\
\end{array}
\]

\[(45) \text{a. } \text{M} - \text{F} - \text{MI} \]
\[
\begin{array}{cccc}
\text{wa} & \text{?iša} & \text{btalā} & \text{?ibrāhma} \\
\text{rabbu-hu} & \text{bi-kalimat} \\
\end{array}
\]
\[
\text{and then tested} \quad \text{Abraham} \quad \text{god his} \quad \text{by words} \\
\text{And then God tested Abraham by words. (Holy Qur'ān)}
\]
In examples (42) through (46), the F(NP-object) is moved obligatorily to the right of its verb. The structural constraint which is imposed on these sentences varies from one sentence to another. In (42a), the verb is attached to an F(Pro). In (43a), the MI(NP-subject) is a complex clause which begins with the complementizer ?an. In (44a), the MI(subject) is restricted by the particle ?illa, which narrows down the action done by cAmr. The movement of the MI(NP-subject) to its expected position in (44b), however, will result in a grammatical structure, but with a different semantic structure. In (45a), a pronoun which is coreferential with the F(NP-object) is attached to the MI(subject), i.e., rabbu. In (46a), the MI(NP-subject) is a relativized clause which cannot precede the F(NP-object). Thus, the above structures have the underlying structure which is presented in (47).
The constraint on Movement rule can be shown in different structures in Arabic, where the constituents cannot move, even though these structures are not ambiguous. The constraints on Movement rule come from other factors, which can be illustrated in the following examples.

(48) a.  
\[ \text{darab - tu} \quad \text{zaydan} \]  
hit I Zayd  
I hit Zayd.

b*  
\[ \text{darab} \quad \text{zaydan tu} \]

(49) a.  
\[ \text{ma} \quad \text{daraba} \quad \text{camrun} \quad \text{?illa} \quad \text{zaydan} \]  
Neg hit CAmr except Zayd  
CAmr hit nobody except Zayd.  
(CAmr did not hit other people.)

b*  
\[ \text{ma} \quad \text{daraba} \quad \text{zaydan} \quad \text{?illa} \quad \text{camrun} \]  
(Nobody hit Zayd except CAmr.)
The constraint in moving constituents in (48), (49), and (50) is that the subject in (48a) is an MI(Pro) which must be attached to its verb. The MI(NP-subject) in (49a) is \( ^c \)Amr, to whom the action of hitting is restricted; thus it might be to the right of the verb, otherwise, the structure would be grammatical but with a different semantic reading. In (50a), the F(NP-object) is a complex structure which cannot move to the right of the verb.

It seems that structures which have no syntactic or semantic constraint allow Movement. The rule which can capture the freer and more restricted movement of the constituents might be represented in the following rules.

(51) a. \([Y...M(V)...MI(NP)...F(X)...Z]\)
\[1 \quad 2 \quad 3 \quad 4 \quad 5\]

b. \([1...
[4+2]...
3...
\emptyset...
5]\]

c. \([1...
[2+4]...
3...
\emptyset...
5]\]

\(X\) = must be free from any syntactic and semantic restrictions.
2.1.2. Constraints on Unified Category and ?al-?iṣṭiqāl Principles in Verbal Structures

The constraint on Movement rule might come from a general principle which I would like to call the "unified category." According to this principle, if two constituents are dominated by a higher category, Movement rule must move the whole higher category and not its lower constituent. In other words, the transformation must move a major category, but not a minor category under a certain domination.

Arabic has five syntactic categories, each of which forms one higher category which dominates two lower constituents. The process of Movement within a particular category must move the higher category but not the lower one; otherwise, the structure of the sentence would be ungrammatical. The unified categories can be listed as follows:

(52)

\[
\begin{array}{c}
F(PP) \\
P \\
\downarrow \ \\
NP \\
\end{array}
\]

\[a.* \leftarrow \]
\[b.* \leftarrow \]
\[c.\check{} \leftarrow \]
Let us consider the following examples.

(57) a. \( ?i\text{camada zaydun} \text{ } \text{c} \text{al} \text{a} \text{ } \text{ta?abbata} \text{sarran} \) 
   depended Zayd on Ta?abbata\(\text{sarran} \)
   Zayd depended on Ta?abbata\(\text{sarran} \).

b. \( \text{c} \text{al} \text{a} \text{ } \text{ta?abbata} \text{sarran} \text{ } \text{?i} \text{camada zaydun} \)
   on Ta?abbata\(\text{sarran} \) depended Zayd
   On Ta?abbata\(\text{sarran} \) Zayd depended.

c.\( \text{\text{\* ta?abbata} \text{sarran} \text{ } \text{?i} \text{camada zaydun} \text{c} \text{al} \text{a} \text{ } \text{\*} \) 

(58) a. \( \text{jalasa zaydun} \text{c} \text{al} \text{a} \text{ } \text{1-kursiyyi} \)
   sat Zayd on the chair
   Zayd sat on the chair.

b. \( \text{c} \text{al} \text{a} \text{ } \text{1-kursiyyi} \text{ } \text{jalasa zaydun} \) 
   on the chair sat Zayd 
   On the chair Zayd sat.

c.\( \text{\* 1-kursiyyi jalasa zaydun} \text{c} \text{al} \text{a} \text{ } \text{\*} \) 

(59) a. \( \text{qatala sayfubnu\text{i}yazana} \text{malika} \text{1-fusi} \)
   killed Sayfubnu\(\text{i}yazana \) king Persia
   Sayfubnu\(\text{i}yazana \) killed the king of Persia.

b. \( \text{malika 1-fusi qatala sayfubnu\text{i}yazana} \)
   king Persia killed Sayfubnu\(\text{i}yazana \)
   The king of Persia Sayfubnu\(\text{i}yazana \) killed.

c.\( \text{\* 1-fusi qatala sayfubnu\text{i}yazana malika \*} \)

d.\( \text{malika qatala sayfubnu\text{i}yazana \* 1-fusi} \)
(60) a.  ניצחון זיון-Ta?abṭāṣayran ו-Ta?abṭaṣarran  ניצחון זיון-Ta?abṭaṣayran זיון-Ta?abṭaṣarran
defeated Zayd-Ta?abṭaṣayran and Ta?abṭaṣarran
Zayd defeated Ta?abṭaṣayran and Ta?abṭaṣarran.

b.  ה-Ta?abṭaṣayran ו-Ta?abṭaṣarran ניצחון זיון-Ta?abṭaṣayran זיון-Ta?abṭaṣarran
Ta?abṭaṣayran and Ta?abṭaṣarran defeated Zayd
Ta?abṭaṣayran and Ta?abṭaṣarran Zayd defeated.

c* ה-Ta?abṭaṣarran ניצחון זיון-Ta?abṭaṣayran ו-Ta?abṭaṣarran
Ta?abṭaṣarran Zayd defeated.

As seen in (57c), (58c), (59c/d), and (60c), when a lower constituent is moved to the left of the verb, it will violate the "unified category" principle. Thus the conditions which might be imposed on (57c), (58c), (59c/d), and (60c) can be explained in the following way:

(61) a.  X is all constituents within the verbal structure.

b.  If X is two constituents dominated by a higher node,
Movement rule must move the higher node.

c.  Structures which do not meet these two conditions will
violate the "unified category" principle.

The most crucial condition about the "unified category" principle is that it must be applied within a verbal structure. The violation of such principle in certain cases will result in a nominal structure which might be subject to certain constraints which state the following:

(62) a.  A constituent can be in sentence-initial position as
M1(topic), but it must have a pronominal copy in the
sentential comment.
b. The (Pro) nominal copy must be coreferential with its antecedent MI(topic).

c. The antecedent MI(topic) is not dominated by IS of the verbal structure (i.e., IS $\rightarrow$ M-MI-F), but by IS of the nominal structure (i.e., IS $\rightarrow$ MI-M-F).

The difference between verbal structure and nominal structure under the constraints of (62) can be seen in the following examples.

(63) a. marar - tu bi - zaydin

passed I by Zayd
I passed by Zayd.

b.

```
                  IS
                 /   \
               /     \  
              /       \
             H       MI       F
            /   \  /   \  /   \ 
         V     Pro PP
        /   \   /  \
  marar   tu  bi - zaydin
         [ +Nom ] [ +Gen ]
          [ +A/O ] [ +L ]
```

c. zaydun marar - tu bi - hi

Zayd passed I by him
As for Zayd, I passed by him.
(64) a. qatala sayfubnuš-iyazan malika l-fursi
killed Sayfubnuš-iyazan king Persia
Sayfubnuš-iyazan killed the king of Persia.

b. ?al-fursu, qatala sayfubnuš-iyazan malika - hum
the Persians killed Sayfubnuš-iyazan king their
As for the Persians, Sayfubnuš-iyazan killed their king.
The constraints on the "unified category" principles lead us to discuss similar phenomena within the verbal structure. As seen before, Movement rules can move constituents freely or restrictively. There is another process in the Arabic language where the F(NP-object) is moved to an initial position in the verbal structure, leaving a pronominal copy attached to the verb. The pronominal copy must be coreferential with its antecedent F(NP-object) which is at the beginning of the structure controlled by IS-node. This syntactic process was called in Arabic ?al-?i?ti?gal. The strict translation is 'busyness,' i.e., the verb will be so busy operating on the pronominal copy or the resumptive pronoun that it cannot operate on the initial F(NP-object). This is possible in question formation, question-like formation, imperative, negative, and conditional clauses. The syntactic operation of ?al-?i?ti?gal in
the underlying structure of the verbal sentence is exhibited in the configurations presented in (65).

\[(65)\] a. \(\text{?a zaydan \ ťarabta-hu ŕ-Pro .?}\)
\[
\begin{align*}
Q & \quad \text{Zayd} \quad \text{hit} \quad \text{him} \quad \text{you} \\
\text{As for Zayd, did you hit him?}
\end{align*}
\]

b. 

\[
\begin{aligned}
\text{AD} & \quad \text{K} & \quad \text{IS} \\
\text{[+Q]} & \quad \text{M} & \quad \text{MI} & \quad \text{F} \\
\text{?a} & \quad \text{V} & \quad \text{Pro} & \quad \text{NP} \\
\text{Ďarabta} & \quad (\text{?anta}) & \quad \text{zaydan}
\end{aligned}
\]

c. 

\[
\begin{aligned}
\text{AD} & \quad \text{K} & \quad \text{IS} \\
\text{[+Q]} & \quad \text{F_1} & \quad \text{M} & \quad \text{F_2} & \quad \text{NI} \\
\text{?a} & \quad \text{NP} & \quad \text{V} & \quad \text{Pro} & \quad \text{Pro} \\
\text{Zaydan} & \quad \text{Ďarabta} & \quad \text{hu} & \quad (\text{?anta})
\end{aligned}
\]

This is different, however, from the MI(NP-object) which can be in a nominal structure and will be within the domain of the nominal structure. In the new process, the F(NP-object) will be operated on by what Arab grammarians had called bi-fi\(^{\text{c}}\)lin muqaddarin yufassiru-hu mā ba\(^{\text{c}}\)da-hu, i.e., a covert verb interpreted by a verb that comes after
it. The crucial constraint on such a syntactic process is that it must occur in question formation, question-like formation, imperative, negative, and conditional clauses.

Let us exemplify this syntactic phenomenon with the following examples.

(66) ?a zaydan darabta-hu → Q-formation
Q Zayd hit him
As for Zayd, did you hit him?

(67) hallā zaydan tukrim-hu → Q-like formation
A-like Zayd honor him
As for Zayd, would you please honor him.

(68) ta?abbātayran ?akrim-hu → Imperative
Ta?abbātayran honor him
As for Ta?abbātayran, honor him.

(69) ta?abbātayyānān lā tukrim-hu → Negation
Ta?abbātayyānān Neg honor him
As for Ta?abbātayyānān, don't honor him.

(70) ta?abbātayyānān ?in tukrim-hu yatamarrad → Condition
Ta?abbātayyānān if you honor him rebel
As for Ta?abbātayyānān, if you honor him, he will rebel.

The above examples show a certain syntactic process where the F(NP-constituent) is moved to the left of the verb, leaving a pronominal copy attached to the verb. The F(NP-object) is coreferential with its resumptive pronominal copy F(Pro).
2.2. Word Order in Nominal Structures

The nominal structure has three types in Arabic. The first type consists of MI-topic and verbal sentence-comment. The second type consists of MI-topic and nominal existential sentence-comment. The third type consists of MI-topic and M (i.e., NP, AP, PP, or AdvP)-comment. In this section, I will explain the structures of types one and two.

2.2.1. Nominal Structures

Nominal structures are generated in the base. The base is able to generate two types of structures. The first consists of MI(topic), followed by a verbal sentence (comment). The second consists of MI(topic), followed by an existential sentence (comment). The two types can be represented in (71) and (72), respectively.

(71)

```
  IS
 /   \
MI    M
 / \
NP   IS
 /   \
M   MI   F
 / \
V   Pro NP
```
In structures (71) and (72), we have an MI(topic) or (theme) followed by either a verbal sentential clause as in (71) or a nominal existential clause as in (72). The following sentential clause in both structures functions as a theme or comment. The structures in (71) and (72) are subject to transformation, but in a different manner from what we have seen in the verbal structure. Let us consider some examples which can indicate clearly the basic structures and the derived structures.

(73) a. zaydun daraba ø-Pro Camran
    = Zayd hit he Camr
    As for Zayd, he hit Camr.
b.

(74) a. zaydun  āmran  ḍaraba  ū-Pro
       Zayd  āAmr  hit  he

(75) a. zaydun  ḥubu ṣa-irun
       Zayd  father his  poet

As for Zayd, his father is a poet.
In the above examples, the constituent Zayd is always an MI(NP-topic) which is coreferential with its resumptive covert pronoun which is in the verbal sentential comment as in (73b) and (74b), with its resumptive overt pronoun which is in the nominal sentential comment as in (75b). The MI(NP-topic) is base-generated constituent, whereas the
other constituent such as $^\text{CAmr}$ F(NP-object) in the verbal structure and $^\text{Ya-Cirun}$ M(NP) in the nominal structure are transformationally moved.

Thus the most important aspect in the nominal structure is that the sentential comment must contain a resumptive pronoun which is sometimes covert (i.e., an empty pronoun) and sometimes overt (i.e., a full lexical pronoun).

The comparison between the MI(NP-topic) and the F(NP-object) leads us to the following syntactic and semantic properties for each.

(76) MI(NP-Topic)

a. It is basically a base-generated constituent.

b. It has a case marker of nominative.

c. It has a resumptive pronoun in the sentential comment.

d. It is followed by a sentential comment either verbal or nominal.

e. It is coreferential with the resumptive pronoun.

f. Movement can take place in the sentential comment and move some constituents transformationally.

(77) F(NP-Object)

a. It is transformationally moved.

b. It has a case marker of accusative.

c. It occurs in a verbal sentential structure.

d. It does not have a resumptive pronoun except in a $\text{?al-?istikal}$ phenomenon.
e. When it has a resumptive pronoun, it is coreferential with it.

f. It moves to a position either to the right of the verb or to the left of the verb.

2.2.2. Nominal Existential or Equational Structures

The third type of the nominal structures is the equational or existential structure. The theoretical framework of the equational or existential sentence varies among linguists, depending on the approach which they adopt. Snow (1965), Killeen (1964), Lewkowicz (1967), and Awwad (1973) have analyzed the structural framework of the equational sentence within the word order of (SVO).

According to Bakir (1980), the theoretical framework of the equational sentence for the past decades was as in (78) and (79).

(78) \[ S \rightarrow NP - VP \]

(79) \[ VP \rightarrow \left\{ V - (NP)(PP)(AdjP)(AdvP) \cup V - Cop - NP \right\} \]

Bakir (1980) and Fihre (1981) deviated from the above framework and perceived the structure of the equational sentence from a different perspective. They considered the structure of the equational sentence to be within the word order of NP-(V)-NP. In their framework, they proposed a verb-deletion rule which can delete the existential verb yakūnu, 'be' in the present, and keep it in the past kāna and future tense sayakūnu.
In this study, however, I shall analyze the structure of the equational sentence within the framework which I proposed before. This means that the equational structure consists of two constituents. The first is the starting constituent MI-topic, which might be (NP), (VN), or (S). The second is the predicate M-comment which might be (NP), (AP), (PP), (AdvP), or (S). All these categories can be collapsed under one category, M(X), i.e., a predicate X. Thus, assuming these constituents, the structure of the equational sentence can be analyzed as in (80).

(80) [IS....MI....M(X)]

Condition: V = is always deleted in the equational structure except when it is in the past and future tense, i.e., (kāna = was, sayakūnu = will be)

The constraint on such structures in Ibn Ya'qūb's terminology is that M represents three existential verbs:

(81) a. yakūnu ———— i.e., BE
    b. yastaqīrru ———— i.e., EXIST
    c. yahduθu ———— i.e., HAPPEN

The two verbs in (81b) and (81c) must be deleted in any syntactic environment of the equational sentence. The verb in (81a) must be deleted only if it is in the present tense. This means that the verb yakūnu 'BE' is not deleted in the past and future tense. The category (X) (i.e., NP, AP, PP, AdvP), however, must take the position of the deleted verb and function exactly as if it were that V.
Putting what Ibn Yaṣṣūṣ had stated in our modern theoretical framework, we can have the following lexical properties of the deleted and substituted verb in the equational structure.

\[
(82) \quad +[\{\text{M}(V)\} \\
\quad \quad \text{yakunu} \\
\quad \quad \text{yahduūu} \\
\quad \quad \text{yastaqirru}\} \quad \rightarrow \quad +[\{\text{M}(K)\} \\
\quad \quad \text{+NP} \\
\quad \quad \text{+AP} \\
\quad \quad \text{+PP} \\
\quad \quad \text{+AdvP}\}
\]

The configurational structures of the equational sentences in (83) and (84) are shown in (85a) and (85b).

(83) \(\text{zaydun} \quad \text{fi} \quad \text{d-dārī}\)
\(\text{Zayd in the house}\)
\(\text{Zayd is in the house.}\)

(84) \(\text{zaydun} \quad *(\text{yakunu huwa}) \quad \text{fi} \quad \text{d-dārī}\)
\(\text{Zayd is he in the house}\)
\(\text{As for Zayd, he is in the house.}\)

(85) a.

\[\text{\begin{tikzpicture}
\node (K) at (0,0) {K};
\node (AD) at (0,-2) {AD};
\node (IS) at (0,-4) {IS};
\node (M) at (-2,-6) {M};
\node (NP) at (-2,-8) {NP};
\node (zaydun) at (-3,-10) {zaydun};
\node (v) at (-3,-12) {v};
\node (yakunu) at (-4,-14) {yakunu};
\node (F) at (2,-6) {F};
\node (PP) at (2,-8) {PP};
\node (IS) at (0,-12) {IS};
\node (M) at (-2,-14) {M};
\node (MI) at (-2,-16) {MI};
\node (NP) at (-2,-18) {NP};
\node (zaydun) at (-3,-20) {zaydun};
\node (v) at (-3,-22) {v};
\node (yakunu) at (-4,-24) {yakunu};
\node (F) at (2,-14) {F};
\node (PP) at (2,-16) {PP};
\end{tikzpicture}}\]
Thus, the general structure of the existential sentence might be represented in the following structures.

(86) a. zaydun sa'irun  
    Zayd poet 
    Zayd is a poet.

(87) a.  
    Amr halimun  
    Amr is patient.
(88) a. **ta'abbataśarran fī d-dārī**

Ta'abbataśarran in the house

Ta'abbataśarran is in the house.

(89) a. **xamrun li-yawmīn (wa' ?amrun li-yāgādīn)**

wine for today and business for tomorrow

Wine is for today (and business is for tomorrow).
The equational structures above are subject to transformations, but the only constituent which can move is the predicate constituent, i.e., M(X). The only constraint on the operation of transformation is that the category M(X) must be indefinite. The idea behind this constraint is semantic and syntactic because when the category M(X) is definite and it is at the beginning of the structure, the process will have nothing to do with transformation. The definite M(X) would be generated in the base to the left of its MI(NP-argument). In addition, the meaning of the sentence will be narrowed down to focus on the constituent which is at the beginning of the structure, i.e., M(X).

For example, if there is no hero, let us say, except Sayfubnuṣayzān, we can attach this quality to that person by generating the M(X) in the base as it is shown in (90) and (91).
(90) a. sayfubnu‘iyazana ba‘talun

Sayfubnu‘iyazana, hero
Sayfubnu‘iyazana is a hero.

b.  

(91) a. ?al-ba‘talu sayfubnu‘iyazana

hero Sayfubnu‘iyazana
As for the hero, he is Sayfubnu‘iyazana.

b.  

The basic structure and its transformations in the equational sentence are as in (92) and (93).

(92) a.  
\[ \text{IS} \]
\[ \text{MI} \]
\[ \text{NP} \]
\[ V \]
\[ \text{Pro} \]
\[ M \]
\[ X/ \]
\[ [+\text{Def}] \]

b.  
\[ \text{IS} \]
\[ M \]
\[ \text{IS} \]
\[ V \]
\[ \text{Pro} \]
\[ M \]
\[ X \]
\[ [+\text{Def}] \]

(93)  
\[ \text{IS} \]
\[ M \]
\[ \text{IS} \]
\[ V \]
\[ \text{Pro} \]
\[ M \]
\[ X \]
\[ [-\text{Def}] \]

As seen in the above structures, the category M(X) is either to the right or to the left of MI(NP) in the base. The condition for its initial position in the base is that it must be definite. But when it is transformed, it must be indefinite.

The operation of Movement on the basic structure of the equational sentence can be shown when we transform the structures (86b), (87b), (88b), and (89b) to the structures (94a/b), (95a/b), (96a/b), and (97a/b).
(94) a. \( \text{sa'irun} \) zaydun
    poet Zayd
    Zayd is a poet.

b. 

(95) a. halīmūn \( c \) amrun
    patient \( c \) Amr
    \( c \) Amr is patient.
(96) a. fi darin ta?abbatsarran
    in house Ta?abbatsarran
    Ta?abbatsarran is in a house.

b.
(97) a. yawmūn li- xamri (wa yawmūn li- ?amri)
   one day for the wine and other day for the business
   One day is for the wine (and the other day is for
   the business).

b.

As seen in the above examples, the indefinite category M(X)
   is prepended to the left of its MI(NP-argument) by the opera-
   tion of Movement which will move M(X) to the front of the
   structure.

Summing up, Arabic shows four types of basic structures:
(a) verbal structure (i.e., M-MI-F), (b) nominal verbal
structure (i.e., MI-M-MI-F), (c) nominal existential struc-
ture (i.e., MI-MI-M), and (d) existential sentence (i.e.,
MI-M). These structures are subject to different transforma-
tions, some of which need no constraint at all, and some of
which must be constrained in order to generate grammatical
structures.
CHAPTER FOUR

QUESTION STRUCTURES

0. Introduction

In this chapter, I shall investigate the sentence structures of question formation in Arabic. The investigation will cover two types of question formation: the first type is na\textsuperscript{3}am-lā \textquoteleft yes-no\textquoteright question. I intend to describe the general characters of the Yes-No-Q, and I will study the syntactic and semantic aspects associated with this type of question formation.

The second type is the Information-Question (henceforth I-Q). The structure of this type will also be examined. The investigation, however, will draw its theoretical framework from the general principles of transformational rules. These transformational rules will be applied to the verbal and nominal structures. The study will consequently propose some syntactic and semantic constraints which are able to restrict the movement of a category in the generation of grammatical structures. In addition, I will propose that some structures need no Q-movement at all.

1. The Theoretical Framework of the Yes-No-Question

The Yes-No-Q in Arabic has roughly the same structure as the basic sentence. The only difference between these two structures is that the question particles which are used
in such a structure are generated under the AD-node. The question particles in Arabic change or transform the basic structure into a question structure. The phrase-structure rules of the Yes-No-Q are basically drawn from the general framework proposed in previous chapters. These rules are presented in (1).

(1) a. $K \rightarrow AD-IS$

  b. $AD \rightarrow ±Q$

  c. $±Q \rightarrow \begin{cases} ?a \\ \emptyset \end{cases}$

  d. $IS \rightarrow \begin{cases} M-MI-F \\ MI-M-F \end{cases}$

The configurations (2) and (3) represent the underlying structure of the Yes-No-Q in both verbal and nominal sentences.

(2) a. \[
\begin{cases} ?a \\ \emptyset \end{cases} \quad \text{daraba} \quad \text{zaydun} \quad \text{camran} \\
Q \quad \text{hit} \quad \text{Zayd} \quad \text{Amr} \\
\text{Q hit Zayd Camran} \\
\text{Did Zayd hit Camran?}
\]

b. 

```
K
  |   
AD [±Q]
  |   
\begin{cases} ?a \\ \emptyset \end{cases} \quad \text{daraba} \quad \text{zaydun} \quad \text{camran} \\
  |   
\text{V NP NP}
  |   
\text{M MI F}
  |   
\text{IS} 
```

Did Zayd hit Amr?
The Arabic question particles are assumed to occur in the statement structure to derive a new structure in the same sense as Chomsky's (1957) kernel and derived structures. The general process of the declarative-question structure is represented in (4).

(4) a. Yes-No-Q + Basic Structure $\longrightarrow$ Derived Structure
b. Meaning (1) $\longrightarrow$ Meaning (2)

I shall propose here that the only role which the question particles have is that they change the basic declarative structure to a derived question structure. The semantic role which the question particle can play is represented in configurations (5) and (6).
Configurations (5) and (6) show that the transformational particles have two semantic operations; the first operation is to change the general meaning of declarative structure to a question structure. The second operation is to specify the constituent which the question bears on. This issue
will be discussed in detail in later sections concerning the semantic aspects of the Yes-No-Q, but the important point here is that the question particles are considered to be transformational devices whose function is considered to be semantic.

1.1. The Syntactic Aspects of the Yes-No-Question

Arabic uses two transformational particles to express a Yes-No-Q. These particles are ?a and hal. They function as semantic devices, i.e., they occur in the declarative structure to transform it into a question. These two particles share general characteristics, while at the same time they differ from each other in certain structures. These similarities and differences will be discussed here.

The most important characteristic is that they both occur in verbal structure, nominal verbal structure, and nominal equational structure. This can be illustrated in the following examples.

(7) a. \[
\begin{array}{c}
\begin{array}{c}
\text{hal} \\
\text{qama} \\
\text{zaydun} \\
\text{Q} \\
\text{stood up} \\
\text{Zayd}
\end{array}
\end{array}
\]

Did Zayd stand up?
b. 

```
K
  /
 AD
 /  (+Q)
M
  /  (+A/O)
NP
  /  (+Nom)
qama
  /
M
  /  (+Nom)
NP
  /  (+A/O)
zaydun
  /
M
  /  (+Nom)
NP
  /  (+A/O)
qama
  /
PH
(8) a. \{?a hal\} zaydun qama "-Pro ?
Q Zayd stood up he
As for Zayd, did he stand up?
```
(9) a. \( \{ ?a, \text{hal} \} \) zaydun \[ \{ \begin{array}{l}
(\text{i}) \text{ sa'lrin} \\
(\text{ii}) \text{ haz\text{"i}nun} \\
(\text{iii}) \text{ hun\text{"a}} \\
(\text{iv}) \text{ f\text{"i} l-bayti}
\end{array} \} \ ? \]

Is Zayd
\[ \{ \begin{array}{l}
(\text{i}) \text{ a poet} \\
(\text{ii}) \text{ sad} \\
(\text{iii}) \text{ here} \\
(\text{iv}) \text{ in the house}
\end{array} \} \ ? \]

b. 
\[ \begin{array}{c}
K \\
\downarrow \\
AD \\
\downarrow \\
[+O] \\
\downarrow \\
\{ ?a, \text{hal} \} \\
\downarrow \\
\{ \text{zaydun} \} \\
\downarrow \\
{+\text{Nom}} \\
\downarrow \\
{+O_{s/E}} \\
\downarrow \\
\text{(yakunu)} \\
\downarrow \\
\text{V} \\
\downarrow \\
\text{Pro} \\
\downarrow \\
\text{M} \\
\downarrow \\
\text{X}
\end{array} \]

\[ \{ \begin{array}{l}
\text{v-c'lrn} \\
\text{haz\text{"i}nun} \\
\text{hun\text{"a}} \\
\text{f\text{"i} l-bayti}
\end{array} \} \]

c. \text{X syntactically = NP, AP, AdvP, and PP} \\
\text{X semantically = [+State] or [+Locative]}

As seen in the above examples, both ?a and hal can syntactically occur in a verbal structure as in (7a), a nominal verbal structure as in (8a), and a nominal equational structure as in (9a). Semantically, however, they operate
on two syntactic constituents to generate a general and specific meaning.

There is another characteristic which ?a and hal share, and that is that they may be deleted from the structure. Ibn Hišām (d. 1368) stated that the question particle may be deleted even though it changes the structure from a declarative to a question. He cited the following examples.

(10) a. ḍumma qālū : tuḥibbu-hā ʔ-Pro ʔ
     then  they said  love her you
     Then they said:  Do you love her?

The actual structure is ?a tuḥibbu-hā. Note that one can understand the sentence (10a) as being a question formation from the intonation residing in tuḥibbu-hā. The underlying structure would be in (10b).

b. K
   /
  /  /
 /  /
A D IS
 /  /
/  /
 [+Q] M F MI
 /  /
/  /
∅ V Pro ʔ-Pro
   tuḥibbu hā (?anta)

But despite the fact that ?a and hal usually may appear in the same environment, there are some environments in which only one may appear. These constraints can be exhibited in the following examples.
As seen in (11), the Yes-No-Q particle hal cannot occur in a structure whose two truth-values are related by what is known in the propositional logic as 'connective operator' ?am. There is no constraint in ?a in such a structure. On the other hand, the Yes-No-Q particle ?a cannot be repeated after the 'connective operator' ?am; the only Yes-No-Q particle which can occur here is hal, as seen in (12).

The Yes-No-Q particles differ in another respect, especially when a transformational rule is operating on their structures. Let us consider the following example.

(13) a. \( \{?a\} \)
    \( \text{zaydun} \quad \text{duraba} \quad \text{Amr} \)
    \( Q \quad \text{hit} \quad \text{hit} \)

Is it Zayd that cAmr hit?
The F(NP-object) in (13b) cannot be preposed to the left of its verb when the Yes-No-Q particle is hal. This is not the case when the Yes-No-Q particle \( ?a \) is present in the structure. However, the F(NP-object) can be preposed not only to the left of its verb but also to the left of the Yes-No-Q particle \( ?a \) itself. This means that transformational rule can move the F(NP-object) crossing over the AD-position to reach the initial clause position. This is possible, however, if and only if the Yes-No-Q particle is \( ?a \), as shown in (14a) and (14b).

(14) a. \( \begin{array}{c}
\text{zaydan} \\
\text{?a} \\
\text{hal} \\
\text{duraba} \\
\text{camrun} \\
\text{Zayd} \\
\text{Q} \\
\text{hit} \\
\text{cAmr}
\end{array} \)

Is it Zayd that cAmr hit?
A transformational rule, however, can move more than one constituent from the right of the verb to the left. Once again, the only Yes-No-Q particle which can appear in such preposing process is ?a. ?Al-?Istrābāši (d. 1289) stated that the F(object) and the F(AdvP) can both be adjacent to the Yes-No-Q particle ?a. This can be seen in the following example.

(15) a. \[
\begin{array}{c}
?a \\
*hal \\
\hline
\text{1-yawma} & \text{zaydan} & \text{daraba} & \text{camrun} \\
\text{Q} & \text{today} & \text{Zayd} & \text{hit} \\
\hline
\text{?Amr} & \text{hit} & \text{Zayd}
\end{array}
\]

Is it today that ?Amr hit Zayd?
The Arabic structure of Yes-No-Q has the peculiarity that if Speaker 1 says a sentence, Speaker 2 can use the ?a particle along with one constituent from the declarative structure that Speaker 1 produced. Such a structure is used when one would concentrate on a certain constituent as a focus. To form such a question, the structure must meet two constraints:

(16) a. The only Yes-No-Q particle which can be used is ?a.

   b. The constituent transforming the declarative structure to the Yes-No-Q must inherit all of its syntactic and semantic features from the declarative structure.

The transformational relationship between (17a) and (17b), (18a) and (18b), and (19a) and (19b) can be exhibited as follows, where the (b) sentences represent a short question.
In examples (17b), (18b), and (19b), the constituent in the declarative structure can transform to a Yes-No-Q structure carrying all its syntactic and semantic features.

The Yes-No-Q has another syntactic constraint when adjoined to the negation structure. According to this constraint, the (T-Neg) transformational negation must apply first and then Yes-No-Q can apply. But the only question
particle which is used when Yes-No-Q applies is ?a. The change from basic to derived Yes-No-Q and T-Neg structure is shown by the following steps presented in (20).

(20) a. Basic structure →
    b. Neg-structure →
    c. Yes-No-Q-structure →
    d. Yes-No-Q-Neg-Basic structure

The underlying structure of the four operations in (20) can be seen in the following examples.

(21) a. \[\begin{array}{c}
\{ ?a \\
\{ *hal \}
\end{array}\]
    lam yaqum zaydun ?
    Q Neg stood up Zayd

Did not Zayd stand up?

b. 

The generalized transformational rules of Yes-No-Q adjoined to an embedded structure, however, are similar to the previous transformational process of (20). Here, the
basic structure is generated first, the embedded structure will come second, and then the main structure and the embedded structure will be transformed to a Yes-No-Q. The constraint here is that the only transformational question particle which may be used is *?a*. The transformational process of constructing a Yes-No-Q in the embedded structure is presented in (22).

\[(22)\]

\[
\begin{align*}
\text{a. Basic structure} & \quad \rightarrow \\
\text{b. Embedded structure} & \quad \rightarrow \\
\text{c. Yes-No-Q structure} & \quad \rightarrow \\
\text{d. Yes-No-Q Embedded Basic structure} & 
\end{align*}
\]

The transformational operations of (22) can be seen in the following examples.

\[(23)\]

\[
\begin{align*}
\{ ?a \} & \\
\text{zaydun} & \quad ?\text{in} & \quad \text{taḏrīb-hu} & \quad \text{Ø-Pro} & \quad \text{yaḏrīb-ka} & \quad \text{Ø-Pro} & \quad ? \\
\text{Q} & \quad \text{Zayd} & \quad \text{if} & \quad \text{hit him} & \quad \text{you} & \quad \text{hit you} & \quad \text{he} \\
\text{Is it Zayd that if you hit him he will hit you?}
\end{align*}
\]
1.2. The Semantic Aspects of the Yes-No-Question

Applying the semantic system of Al-Jurjani to the Yes-No-Q, we can see that the transformational question particle operates on the constituent adjacent to it on its right. At the same time, it operates on the whole structure. According to this system, the constituent adjacent to the question particle will be questioned. In addition, the whole structure will be affected semantically. The semantic system of the Yes-No-Q is exhibited in (24).

(24) X-Q.....[.....Y.....Z.....W.....].....X
This means, if $Y = MI(NP\text{-agent})$, then we are asking about the actor of the event; if $Y = F(NP\text{-object})$, then we are asking about the object which is acted upon; and if $Y = M(V)$, then we are asking about the event or action. In other words, we are questioning the item to the immediate right of the question particle. The general meaning, however, will change the sentence containing $Y$, $Z$, and $W$ from its declarative status to interrogative status. To illustrate the semantic aspects of the Yes-No-Q, let us consider the following examples.

(25) a. \[
\begin{align*}
\{?a\} & \\ hal
\end{align*}
\]
\[
\begin{align*}
\text{jā?a} & \quad \text{rajulun} \\
\text{Q} & \quad \text{came} \\
\text{man}
\end{align*}
\]

Did a man come?

b. 

\[
\begin{array}{c}
\text{K} \\
\text{AD} \\
\{?a\} \quad \text{hal} \\
\text{M} \quad \text{NP} \\
\text{V} \\
\text{IS} \\
\text{[+Q]} \\
\end{array}
\]

\[
\begin{array}{c}
\text{[+Nom]} \\
\text{[+A/O]}
\end{array}
\]
The clauses in (25b) and (26b) have different semantic structures. The structure in (25b) asks for specific information about the event of the verb and general information about the whole activity. On the other hand, the structure in (26b) asks about the kind of person who came, i.e., whether it is a man or a woman.

In short, the constituent most immediately adjacent to the question particle is assumed to bear on the specific
(28) Verbal Structure

a. man daraba zaydun ?
    whom hit Zayd
    Whom did Zayd hit?

b. [Diagram of verbal structure]

(29) Equational Structure

a. ?ayna mayyun ?
    where Mayy
    Where is Mayy?

b. [Diagram of equational structure]
The Q-phrase which is associated with the MI-position, on the other hand, is the nominal structure. Here the Q-phrase is generated under the MI-node, therefore there will be no Q-movement. The Q-phrase here bears syntactic and semantic relations. This can be seen in configurations (30) and (31).

(30) Nominal Verbal Structure

a. man ḫaʔa ø-Pro 
   who came he
   Who came?

b. 

(31) Nominal Equational Structure

a. man fi ḥiʔa=
   who in Homs
   Who is in Homs?
This means that the nominal verbal structures and some nominal equational structures (whose constituent adjacent to the Q-phrase is [-proper noun]) do not show any movement. In the non-movable Q-phrase in (30) and (31), the empty category of the covert pronoun MI(Ø-Pro), or damīr mustatīr, will be adjacent to the verb on its right in the case of nominal verbal structure, while the Q-phrase is located under the MI-node.

2.1. Q-Movement in the Verbal Structures

The Arabic verbal structures suggest that the Q-movement has just one direct movement starting from the F-node to the +Q-node, i.e., from the IS-node to the K-node. The justification for such a direct movement is that each particle in Arabic has its peculiar syntactic and semantic
properties. Thus the Q-phrases are different from the complementizers, even though all these particles are subsumed under the AD-node. Let us consider the following examples.

(32) a. ?araḍa zaydun ?an yuqābila ʔ-Pro
     wanted Zayd Comp meet he

     (a) mayyan
     (b) ḥazīnan
     (c) ?al-yawma
     (d) fī š-šīni

     Zayd wanted to meet
     (a) Mayy
     (b) sadly
     (c) today
     (d) in China

b. man ?araḍa zaydun ?an yuqābila ʔ-Pro (a) ?
   whom want Zayd Comp meet he
   Whom did Zayd want to meet?

c. kayfa ?araḍa zaydun ?an yuqābila ʔ-Pro mayyan (b) ?
   how want Zayd Comp meet he Mayy
   How did Zayd want to meet Mayy?

d. mata ?araḍa zaydun ?an yuqābila ʔ-Pro mayyan (c) ?
   when want Zayd Comp meet he Mayy
   When did Zayd want to meet Mayy?

e. ?ayna ?araḍa zaydun ?an yuqābila ʔ-Pro mayyan (d) ?
   where want Zayd Comp meet he Mayy
   Where did Zayd want to meet Mayy?

In (32a), the Q-phrase is generated at the end of the structure under the F-node. The underlying structure of the clause (32a) is presented in (33).
As indicated in (33), the Q-phrase which might be
(a) F(NP-object), (b) F-(NP-manner), (c) F(AdvP-time), or
(d) F(AdvP-location) can move directly from the end of the
clause to the initial position, i.e., +Q-node.

2.2. Q-Movement in the Nominal Verbal Structures

As proposed before, the Q-phrase in the nominal verbal
structure is generated under the MI-node (i.e., if the
Q-phrase is MI) without need of Q-movement. Arabic, however,
effects some structures which consist of MI(NP) as a theme
and an I-Q structure as a rheme or comment. This means
that the Q-phrase of the sentential comment is moved to the
+Q-position from the position where it is generated, i.e., F-node. Let us consider the following examples.

(34) a. zaydun ?ayna daraba-hu c Amrun ?
Zayd where hit him c Amr
As for Zayd, where did c Amr hit him?

b. 

(35) a. mayyun kayfa qabala-ha zaydun ?
Mayy how met her Zayd
As for Mayy, how did Zayd meet her?
In (34b) and (35b) the pronominal copy associated with the question sentential comment is coreferential with the antecedent MI(NP-topic). At the same time, movement rule operates freely in the sentential comment, moving the Q-phrase from the end of the clause to the +Q-position which is adjacent to the right of MI(NP-topic).

This structural relation is possible also in another type of nominal verbal structure, especially when the sentential comment of the question is dominated by the MI(Q-phrase) which is generated in the base without involving any transformation rule. The constraint here is that the MI(NP-object) must precede the MI(Q-phrase); at the same time, the MI(NP-object) must be coreferential with a
resumptive pronoun in the sentential comment (i.e., the covert subject pronoun). The other constraint is that the MI(Q-phrase) must be coreferential with a resumptive pronoun attached to the verb in the sentential comment. This relation can be seen from the following examples.

(36) a. mayyun man ʔaḥabbā-ḥa ʔ-Pr
    Mayy who loved her he
    As for Mayy, who loved her?

b. IS
   MI
   NP
   mayyun [+Nom] [+O]
   AD [+Q]
   IS
   M
   [Q-phrase]
   man [+Nom] [+E]
   ʔaḥabbā ha (huwa)
   V Pro ʔ-Pr
   [+Trans] [+Acc] [+Nom] [+E]

Arabic exhibits a third type of nominal verbal structure when the MI(Q-phrase) alone is generated in the base: Here there must be a resumptive pronoun in the
sentential comment. The condition here is that the resumptive pronoun, which can be overt or covert, must meet the conditions of (37).

(37) a. It must be coreferential with its antecedent MI(Q-phrase).
   b. The resumptive pronoun and its antecedent must agree in gender, number, and person.

The relations between the MI(Q-phrase) and the resumptive pronoun can be seen in the following examples.

(38) a. ?ayyuhum jāʔa ʔ-Pro ?
    which of them came he
    Which of them came?

(39) a. ?ayyuhum daraba-hu zaydun ?
    which of them hit him Zayd
    Which of them did Zayd hit?
(40) a. ?ayyuhum marra zaydun bi-hi ?
which of them passed Zayd by him
By which of them did Zayd pass?
In (38b), the MI(Q-phrase), i.e., ?ayyuhum, is coreferential with the resumptive covert pronoun (Ø-Pro) which is in a subject position. The MI(Q-phrase) in (39b) is coreferential with the resumptive overt pronoun hu, which is in an object position. The MI(Q-phrase) in (40b) is coreferential with the resumptive overt pronoun hi, which is in an object-of-preposition position.

2.3. Q-Movement in the Nominal Equational Structures

The equational structure in Arabic shows two types of Q-phrases. One Q-phrase is generated under the M-node, and it is moved from its position to the +Q-node under certain constraints. This type of Q-phrase must be adjacent to a proper noun. The second Q-phrase is generated under the MI-node directly, and there is no Q-movement involved here. This type of Q-phrase must be adjacent to a non-proper noun. Let us consider the following examples.

(41) a. zaydun ʔal-μunṭalīqu
         Zayd  the departer
         Zayd is the departer.

b. man ʔal-μunṭalīqu ʔ
       who  the departer
       Who is the departer?
In (41c), the Q-phrase is generated in the base under the MI-node. On the other hand, some equational structures show that the Q-phrase, after it is generated in the base under the M-node, will be moved to the +Q-node. The constraints here are that the Q-phrase which is moved must either represent the adverb of location, time, or manner, or must be adjacent to a proper noun such as Zayd. These constraints can be seen in the following examples.

(42) a. zaydun \( \text{y-c irun} \)
    \[ \text{Zayd} \quad \text{poet} \]
    \[ \text{Zayd is a poet.} \]

b. man zaydun ?
    \[ \text{who} \quad \text{Zayd} \]
    \[ \text{Who is Zayd?} \]
(43) a. ?al - qitālu l-yawma
   the fighting today
   The fighting is today.

b. mataa l - qitālu ?
   when the fighting
   When is the fighting?
(44) a. mayyun fi ḥimsa
    Mayy in Homs
    Mayy is in Homs.

b. ?ayna mayyun ?
   where Mayy
   Where is Mayy?

c. 

(45) a. mayyun jamīlatun wa ?almaʾiyyatun
    Mayy beautiful and smart
    Mayy is beautiful and smart.

b. kayfa mayyun ?
   how Mayy
   How is Mayy?
As seen in (42c), (43c), (44c), and (45c), the Q-phrase is generated at the end of the structure (M-node) and it is moved to the +Q-node.

2.4. The Syntactic and Semantic Constraints of the Information Question

In this section, we will see that there are certain syntactic and semantic restrictions which block the Q-element from moving freely in the sentential structures. The restrictions which are imposed on the Q-element, however, can be discussed under two general constraints. The first constraint is related to an independent Q-phrase. The second constraint is related to a unified Q-phrase.

2.4.1. Constraints on Independent Q-Phrases

Arabic sentential structures show that no two movements of Q-phrase and F(NP-object) can occur in a particular structure. The situation here is that the F(NP-object) moves to
the left of its verb to be sister-adjointed to it under the IS-node. At the same time, the Q-phrase in the same IS-node will move to a higher node (i.e., +Q-node). The constraint on the Q-phrase and F(NP-object) can be seen from the following examples.

(46) a. casīqa qaysun laylā
    loved Qays Laylā
    Qays loved Laylā.

b. laylā casīqa qaysun
    Laylā loved Qays
    It is Laylā that Qays loved.

c. mata casīqa qaysun laylā ?
    when loved Qays Laylā
    When did Qays love Laylā?

d. mata laylā casīqa qaysun,
    when Laylā loved Qays

As seen in (46b) and (46c), when one constituent movement occurs in the structure, it will be grammatical regardless of the nature of the constituent moved. But when two constituents are moved, as in (46d), the structure is ungrammatical. The transformational movement is exhibited in the configurations (47a), (47b), and (47c).
The rule that can capture this linguistic reality is given in (48).

(48) X....[K-AD(+Q)-IS-M(V)-F(Y)]....Z

Y cannot be adjacent to the M(V) on its left and to the right of AD(+Q) at the same time; Y is F(NP-object) and F(Q-phrase).

This constraint of (48) is relaxed if and only if the constituent adjacent to the AD(+Q) is either PP or AdvP. Thus the following examples are grammatical.

(49) a. lima\textsuperscript{\textcircled{a}} fi y\textsuperscript{\textcircled{b}}-s\textsuperscript{\textcircled{c}}-lii \textsuperscript{\textcircled{d}} darabta-hu \textsuperscript{\textcircled{e}} \textsuperscript{\textcircled{f}}-Pro ?

Why did you hit him in the street?

b. ma\textsuperscript{\textcircled{a}} y\textsuperscript{\textcircled{b}}-yawma \textsuperscript{\textcircled{c}}-na\textsuperscript{\textcircled{d}}-at \textsuperscript{\textcircled{e}} mayyun ?

What did Mayy do today?

The constituent adjacent to the Q-phrase is PP in (49a) and AdvP in (49b). This movement is shown in (50).
Examples (48) and (50) can be explained by one constraint such as (51).

(51) Y cannot be adjacent to the left of M(V) and to the right of AD(+Q) at the same time unless Y is PP or AdvP or Q-phrase.

Related to this structure, some words in Arabic are marked either as accusative or genitive case. But when the PP or AdvP constituent moves from the end of the structure to the right of the Q-phrase, these words will be marked the case marker of accusative, i.e., [+Acc]. There is one Q-phrase which has the peculiarity of having an F(NP-TamyIz) word adjacent to it on its right. This Q-phrase is kam, i.e., how \{many\}/\{much\}. The F(NP-TamyIz) in this case can be marked either [+Acc] or [+Gen], but when the PP or AdvP constituent is adjacent to the Q-phrase, the F(NP-TamyIz) will be marked [+Acc], as shown in the following examples.
(52) a. bi - kam {dirhamin} dirhaman ?iṣtarayta-hu ḥul Pro
for how many dirham bought it you
For how many dirhams did you buy it?

(53) a. bi - kam AdvP-Time *dirhamin al-yawma dirhaman ?iṣtarayta-hu ḥul Pro
for how many today dirham bought it you
For how many dirhams did you buy it today?

b. kam AdvP-Location *waladin l-baytī waladān yal'abu ḥul Pro
how many in the house boy play he
How many boys are playing in the house?
As seen in (52b), the word adjacent to the Q-phrase kam can be marked either [+Acc] or [+Gen]. But when the F(PP or AdvP) categories move to the right of the Q-phrase, the word F(NP) is marked only [+Acc]. We notice that (53c) undergoes three syntactic operations: (a) the major category of the Q-phrase and constituent adjacent to it is moved from the end of the structure to the Q-position; (b) the category of F(AdvP or PP) is moved from its original position to the right of the Q-phrase; and (c) the F(NP-TamyІаз) which is adjacent to the Q-phrase is moved to the right of F(PP or AdvP).

When operating in an embedded structure, the Q-movement will be of a different nature. Arabic structures show that when the Q-phrase is generated in an embedded clause, the Q-movement must move the Q-phrase to the nearest AD(+Q) to
its left position, otherwise the structure will be ungrammatical. The ungrammaticality comes from the fact that if we move the Q-phrase further it will belong to the main clause and it will no longer be in its embedded structural domain. This can be seen in the following examples.

(54) a. qad cariftu ?ayyahum darabta Ø-Pro
    have just known which of them hit you
    I have just known whom you hit.

b. 

```plaintext
\[ \begin{array}{c}
K_1 \\
AD \\
|{-Q}|
M \\
V \\
Pro \\
cariftu \\
AD \\
|{+Q}|
?ayyahum \\
∅ \\
V \\
Ø-Pro \\
darabta (?anta) \\
∅ \\
V \\
Ø-Pro \\
\end{array} \]
```
(55) a. qad c'ariftu bi- 'ayyihim marasta Ø-Pro
have just known by which of them passed you
I have just known by whom you passed.

In (54b), the Q-phrase (object) ?ayyahum which is in
the +Q position is dominated by the embedded structure IS₂.
To construct a question formation, it moves from the end of
the embedded clause (F-node) to the initial position (i.e.,
+Q-position). (55b) has the same process. Here the
Q-phrase (object of preposition) bi-'ayyihim is in the
+Q-position. It is generated at the end of the embedded
clause (F-node), thus being controlled by the embedded structure IS₂. The movement of these Q-phrases to the main clause will produce an ungrammatical structure.

In (54b) and (55b), the main clause IS₁ dominates the embedded clause IS₂, but not its constituents. Since the Q-phrase is a constituent within the domain of IS₂, it cannot be dominated by the main clause IS₁.

The constraint on Q-movement in (54b) and (55b) is similar in its process to another constraint even though they have different natures. In the new constraint, the Q-phrase cannot move from the position where it is generated to the initial position, i.e., the first AD(+Q). The reason is that the Q-phrase occurs in the nominal verbal structure, i.e., the Q-phrase cannot cross over the MI-node in the nominal verbal structure. Let us consider the following examples.

(56) a. zaydun ḏarabā ɸ-Pro c'amran ḏādibān ?amsī
    Zayd hit he c'Amr angrily yesterday
    As for Zayd, he hit c'Amr angrily yesterday.

b. zaydun ġayfā matā ḏarabā ɸ-Pro c'amran ?
    Zayd how/when hit he c'Amr
    As for Zayd, { how } did he hit c'Amr?

c. x. ġayfā matā zaydun ḏarabā ɸ-Pro c'amran
    how/when Zayd hit he c'Amr
(57) a. kayfa zaydun ġani' un ẓ-Prob ?
how Zayd doing [VN] he
How is Zayd doing?
We notice in the nominal verbal structures of (56d) that the Q-phrase is moved from the end of the clause and crosses over the MI(NP) Zayd, but the result is an ungrammatical structure; whereas the movement to the AD(+Q) node which is adjacent to the right of the MI-node will result in a grammatical structure. The Q-phrase in the nominal equational structure of (57b) is moved from the end of the clause and crosses over the MI(NP) Zayd to reach the Q+-position, yet the structure is grammatical. The constraint which can capture the free Q-movement in the equational structure and the restrictive Q-movement in the nominal structure can be seen in (58).
(58) \[ (K\text{-AD}(+Q)\text{-IS-MI(NP)}\text{-M-IS-M(X)}\text{-F(Y)}) \]

\[ \text{[Q-phrase]} \]

Y cannot be moved to the domain of AD if X is V.

2.4.2. Constraints on the Unified Q-Phrases

Arabic sentential structures sometimes show that the Q-phrase and the constituent to its right or left position are dominated by a major or higher category. When transformational principle operates on such a category, it must move not only the lower category of the Q-phrase, but the whole major category; otherwise, the movement will result in ungrammatical structures. The major category by which the Q-phrase and its constituent are dominated might be different types. One type is the F(PP) category. Let us consider the following examples.

(59) a. bi-madā ḍaraba Cīṣa mūsā?

with what hit Cīṣa Moses

With what did Cīṣa hit Moses?

b. bi-kam rajūlan marra zaydun?

by how many man passed Zayd

By how many men did Zayd pass?

c. Camma yatasāʾalūn?

about what ask they

About what are they asking? (Holy Qurʾān)
d. min ?ayna ?atā' s-samawal ?
from where came ?assamawal
Where did ?assamawal come from?

The underlying structure of (59a-d) is in (59e).

```
e. K
   /\   /
  AD  IS
  /\   /\    
 [+Q] M  F MI  F PP
  /\ /\ /\ /\ /\     
 ∅  V X Y PP Q-phrase
```

In (59e), the two lower categories of P and Q-phrase are controlled by a higher major category PP. Thus, when a transformational rule operates on the Q-phrase, it must move the whole PP category and not the Q-phrase alone; otherwise, the structure will be ungrammatical, as shown in (59e).

The other type of construction involving a major category dominating the Q-phrase and another constituent is the possessive construction. This can be exhibited in the following examples.
(60) a. \[ \text{?ayya} \quad \text{ra\text{julin}} \quad \text{q\text{\textbar{a}bala}} \quad \text{zaydun} \quad ? \]

Which man met Zayd

Which man did Zayd meet?

b. \[
\begin{array}{c}
K \\
| AD \\
| [+Q] \\
\emptyset \\
M \\
V \\
q\text{\textbar{a}bala} \\
zaydun \\
NP \\
\text{Q-phrase} \\
NP \\
\emptyset \\
F \\
NP \\
?\text{ayya} \\
ra\text{julin}
\end{array}
\]

(61) a. \[ \text{\textbar{c}r\text{\textbar{a}}} \quad \text{?ayyi} \quad \text{\textbar{c}\text{\textbar{a}r\text{\textbar{a}n}}} \quad \text{\textbar{a}h\text{\textbar{a}bba}} \quad \text{zaydun} \quad ? \]

poetry which poet liked Zayd

Which poet's poetry did Zayd like?
We notice that the Q-phrase is dominated by the F(NP) category in (60b) and (61b). The Q-movement is supposed to move the whole category of F(NP). I shall call the Q-phrase, in all these constraints Mobile Q-Phrase, i.e., the Q-phrase may precede the constituent, follow the constituent, or it may be between two constituents. These facts show that in Arabic when a category such as a prepositional phrase or possessive construction is involved, only the entire construction can be questioned, not a sub-part of the construction. This shows that prepositional phrases and possessives are 'islands' in Arabic.

In short, Arabic shows two question structures: (a) yes-no question, and (b) I-question. Syntactically, these two structures are subject to different transformations
which produce different meanings. Semantically, these two structures share the same semantic aspects, i.e., they generate specific and general meanings. The syntactic and semantic operations must be constrained in a certain structural environment in order to generate grammatical structures.
CHAPTER FIVE
THEORETICAL IMPLICATIONS

0. Introduction

Chomsky (1977:75) stated that "rules can vary from language to language within the constraints imposed by Universal Grammar, but it is often assumed that conditions on rules must be invariant. This assumption is somewhat arbitrary. There is no a priori reason not to assume the opposite."

In this chapter, I shall explain the theoretical implications for Arabic and Universal Grammar. Theoretically speaking, this chapter will show the principles of the sentence structure in Arabic, which can be subsumed under the Universal Grammar. In addition, it will show the specific principles of the Arabic sentence structure which is subsumed under the theory of Arabic grammar.

1. Arabic Sentential Theory

In Chapter One, we saw the general principles of the sentential theory of Arab grammarians through the analysis of the structures and their syntactic and semantic notions. This is important, however, for the general principles of linguistic theory and Universal Grammar because some of the Arabic structures might suggest some facts which can be important for developing the sentential theory in general,
been generated under the MI-node. In such a case, the verb must be either intransitive or transitive which must require an F(NP-object) to its right position. The general structure of the base-generated Q-phrase is shown in (26).

\[(26)\]

\[
\begin{array}{c}
K \\
/ \quad \downarrow \\
AD \\
/ \\
[+Q] \\
/ \\
\emptyset \\
| \\
\quad [Q\text{-phrase}] \\
/ \\
\quad IS \\
/ \\
\quad M \\
/ \\
\quad M \\
/ \\
\quad V \\
/ \\
\quad Y \\
/ \\
\quad Z \\
/ \\
\quad [\text{+subject}] \\
\quad [\text{+object}] \\
\end{array}
\]

\[V = \text{Intransitive or transitive whose NP-object is } F(Z).\]
\[Y = \text{A full or an empty category of pronoun}.\]

The coreferentiality between the subject of the verb and the topicalized constituent leads us to discuss another constraint imposed on Arabic structures.

Arabic allows the Q-phrase to move to the right position of the MI-topic, but not to its left. The grammaticality of such a condition can be exhibited in the following examples.
(27) a. zaydun kayfa ḏaraba ū-Pro ṣamran ?
    Zayd how hit he ṣAmr
    As for Zayd, how did he hit ṣAmr?

   b. zaydun marā ḏaraba ū-Pro ṣamran ?
    Zayd when hit he ṣAmr
    As for Zayd, when did he hit ṣAmr?

Since (27a) and (27b) are grammatical, we can have a more adequate rule, as in (28).

(28) \[K[\text{AD}_1(-Q)]\text{...MI...}[K[\text{AD}_2(+Q)]\text{...X...Y}]]

A transformational rule cannot move a Q-phrase to the domain of \text{AD}_1, and it can move it to \text{AD}_2 only if \text{X} is \text{V}.

This constraint will allow the structures of (27a,b) to have the following underlying structure (29).
5. Conclusion

Any linguistic approach seeking a scientific investigation of empirical, exact, and objective analysis needs to be based on different varieties of linguistic data. In addition, it needs to be flexible in its theoretical principles in the sense of being able to benefit from the different linguistic data which belong to different languages.

In light of these facts, modern linguistic theory might benefit from the linguistic data presented in this study. At the same time, it would be useful in our contemporary Arabic language research to open our eyes to the tremendous
and advanced development in the technology of modern linguistics. In doing both tasks, we understand not only the linguistic system of the Arabic language adequately, but we can understand the mentality of the Arabs as well. Because my belief, like that of Hjelmslev (1961:127), is that "linguistic theory is led by an inner necessity to recognize not merely the linguistic system in its schema and its usage, in its totality and its individuality, but also man and human society behind language and all man's sphere of knowledge through language. At that point, linguistic theory has reached its prescribed goal:

humanitas et universitas."

Wa l-lāhu ?a'lam
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